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FOREWORD

This Handbook was prepared by the Jet Propulsion Laboratory (JPL), California Institute of
Technology, for the Space arid Missile Systems Ccmer, U.S. Air Force Materiel Command,
through an agxwxnent with the National Aeronautics and Space Administration. Support was also
provided by The Aerospace Corporation. The original intent was to publish this document as a
Military Handbook. Subsequently, the sponsor decided against dissemination in this form and
turned the Handbook over to JPL for publication elsewhere. Since the Institute of Environmental
Sciences (IES) had long been interested in using the document as a Rtxmnrnended Practice, the au-
thors considered it appropriate to turn the document over to the IES for that purpose. The Air Fome
has released the copyright to JPL control with the stipulation that the U.S. Government retain an
unrestricted license for its use.

The authors received substantial assistance in the preparation of this Handbook from a number of
reviewers. The most important of these reviewers were as follows: Larry Bement and James
Schoenster of NASA Langley Reseruvh Centm, Robert Bohle of Kistler Instrument Corp.; Anthony
Chu of Endevco; Charles Coe of NASA Ames Research Centeq John Favour and Clark Beck of
Boeing Aerospace Corp.; Dennis Foti of Metrum Information Storage; Arnold Galef, George Scott,
Charles Wright, and Glenn Wasz of TRW Space and Electronics Group; Gerry Kahre, Marc
Hoskins, Dan Powers, David Sherry, and Paul Spas of McDonnell Douglas Space Systems Co,;
Dennis Kern of JPL; Ronald Merritt of NAWC/China Lake; James Nagy of PRC/Patuxent;
Dennis Nelson and David Small wood of Sandia National Laboratories; Peter Rentz of Syscon
Corp.; Karl Siwiecki and James LWy of PCB Piezotronicw Strether Smith and William Hollowell
of Lockheed Research Laboratory; Vladimir Va.lentekovich of Wyle Labora tones; Joseph Weathcr-
stone and William Brwman of Briiel & Kjaer Instruments; and Scott Walton of ACSTA/Abetieen.

Some reviewers read every word of several drafts, while others concentratcxl on sections that em-
bodied their areas of expertise. Some furnished illustrations previously unknown to the authors,
whemxts others performed research to resolve controversial technical issues. Of particular value
were independent studies of the pyroshock measurement problem performed by Dan Powers of
McDonnell Douglas Space Systems Co,, with the close support of Richard Chalmers of the Naval
Ocean Systems Center, Howard Gaberson of the Naval Facilities Engineering Services Center, and
Anthony Chu of Endevco. The results of those studies contributed substantially to the discussions
and recommendations for the pyroshock data acquisition and analysis procedures presented in
Appendix A of the Handbook.

Although not identified here, other reviewers made significant though less comprehensive sugges-
tions. All made substantial contribution to the list of references, which is considtmd the heart of the
Handbook.
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1. INTRODUCTION

1.1 ~ist[~~ Bat=. The original motivation for this Handbook came horn personnel of
Ilc Aerospace Ch-pomtion (TAC), who are technical advisors to the Air Force Space and Missile
Systems Center. Over the preceding two decades, TAC had observed a seemingly endless series of
errors and anomalies in the acquisition and analysis of structural dynamic and aeroacoustic data.
TO evaluate the scope of data analysis errors akme, ‘l’AC! arranged it “round robin”, where identical
magnetic tapes dubs of short time-limited stationtuy random signals were sent to several data pro-
cessing centers for a 1/3 octave band analysis with their normally-used equipment. Ten centers
responded with analyzed data that reveakl discrepancies of nearly 20d.B at some frequencies [1.1,
1.2]. Rather than continue to accept this situation, Don Wong of TAC arranged to have the Air
Force fund the development of a Handbook that would help reduce the variability and eliminate the
errors commonly found in measured dynamic data, The Jet Propulsion Laboratory (JPL) was se-
lected to prepare the Handbook, as well as perform any research required to achieve the Handbook
objectives. Harry Himelblau of JPL was appointed the Task Manager for the preparation of the
Handbook. He was assisted by Allan PierSol of the PierSol Engineering Co,, James Wise of JPL,
and Max Grundvig, who was brought out of retirement from TAC for this assignment. Additional
assistance was provided by the numerous reviewers acknowledged in the ForewoxKL

1.2 h. The purpose of this Handbook is to provide guidelines for acquiring and analyzing
structural (or mechanical) shock and vibration, and acoustic and aerodynamic noise data from flight
and ground tests for all categories of aerospace vehicles. The guidelines may also be used for
dynamic measurements on a variety of ground and sea transportation vehicles, industrial machinery,
and civil engineering structures (e.g., the response of buildings to earthquake loads). The objec-
tives of the guidelines are to ensure the accuracy and reduce the errors and variability often associ-
ated with the acquisition and analysis of dynamic h Specific procedures are provided unless
they are highly dependent on the particular applications or instruments utilized The ultimate goal is
to make accurate measurements of the dynamic phenomenon of interes~ without that or any other
phenomenon influencing the measurement process.

1.3 ~. . Most dynamic analyses involve the t.mnsformation  of data from the
time domain to the frequency domain. The main mson for employing this transformation is that
most structures have, frequencydcpendent  resonant responses. Many potential structural failures,
such as those due to fatigue, crack propagation, and single peak load cxcecdance,  are highly depen-
dent on these mcmances.

Most current measurement systems employ mainly analctg instruments for data acquisition and
mainly digital instruments for data analysis, although some old analog spectrum analysis equipment
may still be in use. In general, these guidelines are written assuming current instrumentation is
Utihed.
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In many cases, errors are encountered because certain traditional methods have been followed even
though they can produce erroneous results, e.g., computing vibration spectra using a frequency
resolution bandwidth insufficiently narrow compared to the bandwidth of critical structural rcso
nances, or the misapplication of random data analysis procedures to periodic and/or transient data.
Utilization of this Handbook is intendcxi to avoid most of these types of problems. Certain errors,
however, _ be avoided by the application of these guidelines. These are the human emors that
uo set of guidelines can avoid, e.g., misidentification of measurement or channel numbers, incor-
rect or mislabeled calibration da~ or erroneously reported instrumentation gain settings. Only
adequate care, planning, communication, and documentation, coupled with personal motivation,
can circumvent these errors. Excluding on-line. analysis, errors usually have much more serious
consequences during data acquisition than during data analysis. Erras in data analysis can usually
be corrected by a reanalysis of recorded dauL unless there is a serious deficiency in the analysis
instruments or in the knowledge and/or training of analysis personnel. On the other hand, emors in
&ta acquisition may necessitate an extremely costly retes~ or the complete loss of the information.

There are some special cases of dynamic measurements that will not be covered by this Handbook
bwause of their unique nature ancUor the rapid advances currently taking place in the state-of-the-art
of their technology. These topics include modal testing or system identification, power and inten-
sity measumments, mechanical impedance measurements, equipment health monitoring, determina-
tion of system stability, and a wide variety of biodynamics, human hearing and speech measure-
ments. Even in these cases, some portions of the Handbook maybe useful. The technical literature
generally provides adequate sources of information on these topics.

1.4 ~.

1.1 Himelblau, H., and Piersol, A. G., “Summary of Guidelines for Dynamic Data Acquisition
and Analysis”, Proc.,  64th Mock and Vibration Syrnp., Vol. I, pp. 121-132, OCL 1993.

.2 Tanner, C. S., “Shuttle Acoustics Data Reduction Methods”, Aerospace Corporation Rept
TOR-0082(2463-03)-1,  30 OCL 1981.
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2,1 Introduction.
data are acquired
preferably during

2. DYNAMIC MEASUREMENT PLANNING

Some of the most important  measurement activities should take place long before
Planning for data acquisition and analysis should be initiated as early as possible,
the proposal stage of a new program. There are several issues that should be ad-

dressed during this planning, particularly the ultimate uses of the data, the selection of the number
and type of transducers and their frequent y ranges, i.e., the maximum and minimum frequencies to
be measured, and whether the transducer is to measure more than one event or condition. For ex-
ample, a single accelerometer on a space vehicle may be used to measure the structural responses
induced by the engine ignition overpressure and acoustic noise during liftoff, and the boundary lay-
er pressure fluctuations during the transonic and maximum (fluid) dynamic pressure (max q) flight
conditions, all with different magnitudes and spectra. These various events are illustrated in Figure
2,1, which shows a typical high frequency flight vibration measurement [2.1]. The instantaneous
and rms time histories are shown at the top. Four random vibration spectra from 20 Hz to 3 kHz are
shown below, corresponding to four important flight events: liftoff, transonic, and at the beginning
and end of upper stage engine burn. The time histories do not show the quasi-static acceleration
because the instrumentation system did not respond to signals at frequencies below 10 Hz.

The summation of the channel maximum frequencies of all selected measurements is called the total
or system data bandwidth. Two of the most important pararnetem for selecting instruments for data
acquisition are the total data bandwidth and the number of measurements. Another important part of
the planning is determining the possible need for multi-channel measurements, e.g., microphone
pairs xequired to define or confirm the time-dependent spatial distribution of the fluctuating pressure
loading on a structure. Such paired measurements require special considerations to minimize rela-
tive time or phase errors within critical instruments of the data acquisition and analysis system.

Careful consideration should be given to the tradeoff between the overall cost of the measurement
program and the potential consequences of an insufficient number of measurements, e.g., not
enough data to help determine the cause of flight failures, or insufficient amount data to determine
or verify design or test criteria. Obviously, relatively few measurements may suffice when a com-
prehensive measurement program has been previously carried out on a similar vehicle or structural
configuration. On the other hand, a substantial y greater number of measurements maybe required
when dynamic loads are suspected to have caused a failure. In many cases, the use of ground tests
with highquality  simulation and a comprehensive measurement program can substitute for exten-
sive flight tests to establish environmental and load criteria, with a modest number of supplemental
flight test mewxuements to confm  or modify the ground test results.

Detailed knowledge of the various instruments of the measurement system is required for their
selection and utilization. Figure 2.2 shows block diagrams for a typical dynamic data analysis
system, and for two of the most common types of d ynamic data acquisition systems. A telemetry
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system, such as shown in Figure 2,2a, can be used on a wide variety of vehicles, where the trans-
ducers (XDR), signal conditioners (S/C) and power supplies, multiplexer (MUX), and a telemetry
transmitter (XMR) are located on the vehicle, and the telemetry receiver (RCR), demultiplexers
(DEMUX),  tape recorders (TAPE) (used for data storage), and accessories are located in a ground
station. In pardcular, telemetry systems are used on expendable launch vehicles and payloads,
small aircraft when there is insufficient room for onboard recording, and for ground or flight tests
of rotating machinery when the use of slip rings is inadequate or impractical, Hardwire systems,
such as shown in Figure 2,2b, are commonly used for ground tests, and on larger ainm.ft where
sufficient room exists for onboard recording. The Space Shuttle has used hardwire systems with
on-board tape recording for dynamic data acquisition. Data analysis is usually performed tier the
time the data are acquirt@ and often at a facility m-note from the &ta acquisition location, requiring
the tape or a dub to be transferred to tie data analysis facility. Data analysis is commonly per-
formed on a wide variety of stand-alone analyzers, or by software on computers ranging in size
from a personal computer (PC) to a mainframe, as indicated in Figure 2.2c. Figure 2.2 shows by
asterisk the several possible locations of an analog-to digital converter (ADC). Of course, there are
many variations of the systems outlined in the simple block diagrams of Figure 2.2. For example,
Figure 2,3 shows the dynamic data acquisition system for recording 120 fluctuating pressure mea-
surements of aerodynamic noise on a scale model in a wind tunnel [2.2].
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system, such as shown in Figure 2,2a, can be used on a wide variety of vehicles, where the trans-
ducers (XDR), signal conditioners (S/C) and power supplies, multiplexer (MUX), and a telemetry
transmitter (XMR) are located on the vehicle, and the telemetry receiver (RCR), demultiplexers
(DEMUX),  tape recorders (TAPE) (used for data storage), and accessories are located in a ground
station. In particular, telemetry systems are used on expendable launch vehicles and payloads,
small aircraft when there is insuftlcient room for onboard recording, and for ground or tlight tests
of rotating machinery when the use of slip rings is inadequate or impractical, Hardwire systems,
such as shown i,n Figure 2.2b, are commonly used for ground tests, and on larger aircraft where
sufficient room exists for onboard recording. The Space Shuttle has used hardwire systems with
on-board tape recording for dynamic data acquisition. Data analysis is usually perfonmxl afkr the
time the data are acqti and often at a facility remote from the data acquisition location, requiring
the tape or a dub to be transferred to tie data analysis facility. Data analysis is commonly per-
formed on a wide variety of stand-alone analyzers, or by software on computers ranging in size
ffom a personal computer (PC) to a mainframe, as indicated in Figure 2.2c. Figure 2.2 shows by
asterisk the several possible locations of an analog-to digital converter (ADC). Of course, there are
many variations of the systems outlined in the simple block diagrams of Figure 2.2. For example,
Figure 2,3 shows the dynamic data acquisition system for recording 120 fluctuating pressure meas-
urements of aerodynamic noise on a scale model in a wind tunnel [2.2].
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2.2 ~,. . The initial task in dynamic measurement
planning is the selection of the transducer locations and directions, which determines the total num-
ber of measurements. The experience and knowledge of instrumentation personnel and the user(s)
should be important factors in this selection.

For aerospace applications, low frequency (usually below 100 Hz) strain gages and accelerometers
are generally installed based on critical locations and directions compwed from dynamic or cmn-
bined static and dynamic analyses using elaborate finite element models [2.3-2,6], and/or experi-
ence gained from previous programs. High frequent y (usually above 20 Hz) accelerometers are
often locattd on external structures, or internally near critical hardware. For high frequency ac-
celerometers to be located on external (and often internal) structures, a mix of uni-directional (or
uniaxial) and sets of three orthogonal hi-directional (or triaxial) accelerometers is usually selected
with most of the uniaxial accelerometers sensing the normal or transverse dynamic response of the
structural surface in order to measure the maximum response value. For wide frequency strain
gages located on external (and often internal) structures, their number and directions are usually
based on computtxl dynamic responses using finite element models of these “local” structures, or on
predictions from simple plate or shell theory, e.g., [2.7-2.9]. For all strain gage measurements,
care must be taken to intentionally include or exclude the effects of local strain distributions (i.e.,
stress concentrations), depending on the subsequent utilization of the strain data. For high fre-
quency accelerometers to be located near aerospace hardwarehuctural interfaces, triaxial measure-
ments are usually made to help generate or verify dynamic design and test criteria, Renewed inter-
est has been observed in making force measurements at the structure/hardware interface to improve
criteria development [2. 10-2. 12]. For all types of measurements, each transducer should be as
small and lightweight as possible, consistent with the product of the anticipated (static and/or dy-
namic) magnitude times the sensitivity of the transducer. The sensitivity is defined as the ratio of
the transducer electrical output to the magnitude of the measured input.

For low frequency, it is fairly common to spatially arrange a group of transducers to determine the
global response of the structure [2.5, 2.6], often using multi-channel measurements described in
Section 2.6. On the other hand, local structure response is often obtained at high frequencies, with
little or no cohenmce observed among measurements, For a new aerospace vehicle, it is common to
divide regions of similar structures and/or external environments into vibroacoustic  zones, with a
few measurements selected for each zone to be ustd to establish zonal vibroacoustic design and test
criteria [2. 1]. For example, the Shuttle Orbiter has over 60 vibration zones. As a result, the num-
ber of high-frequency measurements is often a function of vehicle size. Sources that cause high-
magnitude vibration, such as reciprocating and rotating machinery, and jet and rocket engines, often
meive a large number of measurements.

Pressure transducers are used to measure pressure fluctuations Some measure quasi-static or
combined quasi-static and dynamic pressures, whereas others measure dynamic pressures only.
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These devices are often installed flush with the external surface to measure engine-induced acoustic
noise, as well as aerodynamic pressure fluctuations called aerodynamic noise. In most cases,
engine-induced acoustic noise fields change gradually between ‘measurement locations, requiring
relatively few measurements, On the other hand, aerodynamic noise can often change drastically
even between closely-spaced transducers, especially in the transonic regime at vehicle Mach num-
bers from 0,7 to 1.3, due to separated flow that results from shock wave-boundary layer interac-
tions. TM situation often requires a significant number of measurements to defiie adequately the
spatially-distributed fluctuating pressure loads.

The determination of acoustic and aerodynamic (i.e., aeroacoustic) noise can be characterized as an
experimental rather than a theoretical arL due mainly to an inability to quantify analytically me basic
sources of the noise (e.g., the volume distribution of fluctuating fluid shear stresses) after decades
of attempts. As a resul~ it is common to perform ground tests using vehicle scale models to mea-
sure aeroacoustic noise early in a new program. For example, scale model vehicles with scale
model engines, and scale models of nearby facilities, such as launch pads, are sometimes used to
define engine-induced acoustic noise on vehicle external surfaces. Similarly, wind tunnel tests of
scale model vehicles are sometimes used to define aerodynamic noise on vehicle external surfaces,
usually in transonic and max q regimes and under flight conditions involving high angles of attack
and yaw. A comprehensive scale model program can significantly reduce the need for flight aero-
acoustic measurements. However, scale models usually require miniature microphones with very
high maximum frequencies to provide full scale data with a nominal frequency range. For example,
a 4% model requires a data acquisition system with a maximum frequency of 50 kHz to provide full
scale data up to 2 kHz,

Internal acoustic noise fields are usually measured whenever significant loads or vibratory re-
sponses are anticipated for internal structures, or if the cavity is used for human habitation.

If the testis costly or impossible to rerun and/or if the non-dynamic environments applied to the
transducers are not adequately known, and if the test results are highly dependent on accurate dy-
namic data, redundant adjacent transducers may be required to ensure that the desired data are ob-
tained even if some transducers fail. Also, if the magnitude of the quasi-static and/or dynamic load
or environment is difficult to predict, redundant transducers with different sensitivities may be
needed to ensure that the desired test data are obtained.

If the above selection procedure results in too many measurements, a cmful reevaluation should be
initiated. Consideration should be given to spreading many of the measurements over several
flights or ground tests. Lastly, a priority list should be made to assist in the selection if a fewer
number of measurements are approved. In most cases, it is cheaper to make a large number of
measurements in a ground test than a flight test, On this basis, consideration should be given to an
increased emphasis on ground testing for dynamic mea~urements.
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In many cases, individual measurements are mm important than a collection of measurements that
cannot be directly correlated because of the large degree of independence between the various
sources of dynamic excitation.

2,3 ~.  After measurement numbers, locations and directions have been selected,
the next task is to establish the frequency range for each measurement, i.e., the maximum and
minimum frequencies to be recorded and analyzed. For those transducers used to determine com-
bined static and dynamic loads (usually strain gages and low frequency accelerometers), the mini-
mum frequency is obviously zero, i.e., DC. However, under many circumstances, not all low fre-
quency accelerometers ned go down to zero frequency, when other DC accelerometers can be used
for interpolation. Definition of pressure fields may also require measurement down to or close to
zero frequency. For example, the transient pressure from engine ignition often has a substantial
very low frequency component whose phase relationship to high frequency components can be vital
to load definition. Also, high intensity aerodynamic pressure fluctuations, sometimes called buffet
at low frequencies, are usually accompanied by substantial low frequency pressures, which should
also be measured for proper environmental definition.

The selection of the maximum frequency is often the most challenging part of this task. It usually
has the greatest impact on the total data or system bandwidth and on the various instruments of the
measurement system. The maximum frequency is usually selected to equal (a) the maximum signif-
icant frequency of the anticipated environment or load, or (b) the maximum frequency that can be
simulated in laboratory tests, or (c) the maximum fxquency achievable by the data acquisition sys-
tem. Alternative (a) is recommended over the other two. Experience from previous programs,
when available, and theoretical analyses should be of great assistance in establishing the maximum
significant frequency.

Before completing a list of the desired frequency ranges, consideration should also be given to
available instrumentation options. For example, it may be desird to make six flight vibration mea-
surements up to 2 kHz, using IRIG standard telemehy for data acquisition with constant bandwidth
frequency modulation (FM) subcarriers (ustxi for frequency division multiplexing) [2.13]. Later, it
may be found that the data analysis facility only has the capacity for six C channels (O -1.6 kHz) or
three D channels (O- 3.2 kHz). The user may then be required to decide which alternative to use,
i.e., to get by without data in the 1.6-2 kHz range for the six deskd measurements, or lose three
of the measurements while obtaining the desired range (and more) for the remaining measuvments.
In addition, it is ollen worthwhile to cmnsider the frequency ranges usd in common aerospace prac-
tice, which is based for the most part on past experience and failures, e.g., (a) 0-100 Hz (or some-
times less) for low frequency shock, vibration and strain, due mainly to vehicle transient events, (b)
10 Hz -2 kHz for high ffequency vibration and strain, (c) 10 Hz -10 kHz for high fkequency aem-
acoustics, and (d) 100 Hz- lMHz for near field pyroshock  (i.e., within a 6 inch distance fkom the
pyrotechnic source to the transducer) and a lesser high frequency limit (100 Hz to 10 kHz) as the
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source-to-transducer distance increases. A few measurements in the later two categories have a
substantial impact on the total data bandwidth and, therefore, cm the data acquisition system.
However, it would be a serious mistake to arbitrarily use these frequency ranges when technical
umsidemtions justi~ their modification. It is recommended that Appendix A be wiewed before the
planning of pyroshock measurements is initiated.

2.4 ~, The dynamic range of a measurement system is defined as

DR = 1010g10(~)2 (dB) (2.1)

where ~u is the maximum instantaneous value of the signal that can be transmitted by the system
without distortion, and ~ is the minimum detectable value of the signal generated by the trans-
ducer at the output display. The minimum detectable signal is dependent upon

(a) the magnitude of undesired electrical noise in the measurement system,
(b) the quantization of the measuxwnent by an analog-to-digital converter (digital noise), -
(c) low magnitude distortion of the signal, and/or
(d) interference from other measurements.

Factor (a) usually dominates to produce the background noise floor for the analog instruments of a
measurement system, and (b) produces the theoretical noise floor of analog-to-digital converters,
The theoretical measures for the dynamic range of analog-to-digital converters, and a discussion of
practical limitations, is presented in Se@ion 3.7.1.3.

For analog systems, it is common to express the dynamic range of instruments in terms of a peak
signal-to-noise ratio given by

()PSNR.  = ~ 2 (2$2)

where an is the standard deviation of the background noise (or the rms value of the background
noise if the mean value is zero). The dynamic range of the measurement system may also be de-
fined in terms of an rms signal-t~noise ratio given by

(}SNR.  = ~ 2 (2.3)

where crx is the standard deviation of the signal (or the rms value of the signal if the mean value is
zero), However, this latter description is meaningful only if the specific characteristics of the signal
are defined. It is often assumed that x(t) = X~ sin(2nf$t), so that X4 = ~U = T2 Ox.

10



i

It is common practice to express signal-to-noise ratios for measurement systems in dB to obtain
what will henceforth be call~ signal-to-noise levels. The peak signal-to-noise level is then given
by

( )
PS/N~ = 10loglO(PSNR~)  = 10loglo ~

 2 (dB) (2.4)

while the rms signal-t~noise level is defined as

( )
~2

S/Nnl = 10loglO(SNRm)  = 10loglo ; (dB) (2.5)

For example, S/N~ =40 dB corresponds to !3N~ = 10,000. Some sources, e.g. [2.14], provide
alternate definitions of dynamic range and/or signal-to-noise ratio, which use the ratio on the right
hand side of Equations (2,1) - (2.3) wit~ the ratio squared, When these definitions are used, the
ratio must be squared to obtain the ccmect DR, PS/N~ or SiN~.

Another useful ratio is the actual signal-to-noise ratio of a specific measurement, as opposed to the
maximum signal-t~noise  ratio provided by the measurement system The actual signal-t-noise ra-
tio, which can never exceed the system signal-to-noise ratio without clipping, is denoted in terms of
the actual peak signal-t-noise ratio and level by

PSNR, =
( ) ( )
~ 2  or PS/Na = 101~~10 h 2

an (dB)

or in terms of the actual rms signal-t@ nois6 ratio and level by

()SNR. = ~ 2

( )
or S/N* = 10 IOg10 ~ 2 (dB)

(2 .6)

(2.7)

The determination of the maximum anticipated instantaneous value, ~a, for a measurement is
usually the most challenging task associated with the selection of system gain settings to optimize
the actual signal-to-noise ratio of a measurement. This value is usually selected to equal (a) the
maximum anticipated instantaneous value of a transient or a periodic signal, or (b) the product of a
crest factor times the standard deviation of a maximum anticipated random signal, whichever is
greater. The crest factor, or peak-to-standard deviation ratio, of a random signal may be as low as
three for a short duration random signal, or in excess of six for a very long duration random signal
or a signal representing the response of a highly nonlinear structure to random excitation.

The value of ~U for the data acquisition system is usually selected to be a little more than the antic-
ipated value of ha, say by a factor of T2 or 3 dB, to leave a little spread (or “head room”) for the
lack of a precise estimate of ~,, or for flight-t~flight variations. On the other hand, a much
greater spread, say 6 to even 10 dB, is often used for the first few flights to compensate for even
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less confidence in the estimate. Of course, everything else being equal, the additional spread re-
duces the useful PS/N8 of the measurement. Usually the greatest need for a large system dynamic
range (DR) is when it is intended to measure widely diverse multiple events, such as low frequency
structural response to gust loading as well as stage separation, or high frequency structural response
to aerodynamic noise at max q as well as pyroshock. In many cases, it may be impossible to mea-
sure multiple events properly with only one measurement channel. An example is shown in Figure
2.1, where S/Na is an adequate 24, 21 and 20 dB for the liftoff, transonic  and max q events, re-
spectively, but only 6 and 4 dB at the beginning and end, respectively, of the second stage engine
burn. See Section 4.6.1 for excessive background noise corrections.

Usually a single instrument of the system is responsible for limiting the dynamic range, e.g., high
noise floor of the signal conditioner, or the PS/Nm of the subcarrier used for the frequency division
multiplexing (FDM) of several signals prior to telemetering, or tape recoding. Often the electrical
noise of the signal conditioner can be reduced by better grounding or shielding, but a system change
may be required to improve the PS/Nm of the FDM subcarrier. For example, the PS/N~ of an IRIG
standard FM subcarrier is approximately 45 dB. However, once the DR of the critical instrument is
determirt~ the DR for the other instruments need only to exceed that of the critical instrument by a
reasonable amount, say 6 dB, to avoid additional degradation of the system DR.

In certain cases, if the load or environment to be measured is of low magnitude, there may be a
problem in achieving both the desired useful amplitude range and ffequency range. For a particular
transducer design, a wide frequency range may only be achieved at the expense of transducer sensi-
tivity, even with amplification, and vice versa. Thus, this situation may have a substantial influence
on the selection of both the frequency range and dynamic range. In other cases, it may be impossi-
ble to measure the low-magnitude condition, e.g., turbulent flow-induced aerodynamic noise ap-
plied to certain regions of a wind tunnel model may be less than the acoustic noise transmitted from
other wind tunnel sources [2. 15]. To determine the magnitude of these sources, another pressure
transducer can be located in the Iaminar flow region of the model (usually near the nose). Spectral
comparison can then be used to determine if and where the desired aerodynamic noise spectrum
exceeds that of the tunnel noise, and is therefore valid data for flight vehicle design.

In many cases, orders for needed instruments are placed by the purchasing department with the
various instrument vendors shortly after the completion of measurement planning, especially for
long-lead items. Once placed, proposed changes to these purchase orders am likely to ~t with
great resistance. When signal conditioners are purchased, one of the characteristics specified is the
amplifier gain setting (see Sections 3.3 and 3.9), which is determhd by the user’s estimate of the
various values of ~t. Later, loads or response analyses, or ground or early flight tests may show
the need for changes in the various values of ~,. If the signal conditioners have been ordered with
unadjustable fixed-gain amplifiers, there may not be enough time to reorder, return, make the re-
quired changes, deliver and reinstall the signal conditioners before the next tes~ or the purchasing
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department may want to show its reluctance to reorder without program management approval, who
by then are probably working on several higher priority problems, potentially causing an extended
delay. Either will probably result in (a) delay of the next test, or (b) much data lost due to signal
clipping or saturation, or insufficient PS/Na. See Sections 4.3-4.6 for details on Alternative (b).
To avoid these problems, it is recommended that all signal conditioners be ordered initially with (1)
-Q@juubk fix~-gain ~plifiers,  over a gain mnge of ~1~ dB or more (referenc~ to the
original x~a), so that gain settings may be changed if necessruy or (2) computer-controlled ampli-
fiers with continuous gain-ranges or autoranging, Even in large test programs, the relative cost dif-
ference should be small for Alternative (l). The higher initial cost of Alternative (2) is offset by the
elimination of time-consuming manual adjustments (which could be substantial with many mea-
surements) and the risk of human error.

2.5 ~ Durm.
, It is sometimes necessary and alwajw desirable to meastue dynamic

loads and/or environments during the complete period of excitation. If this is impossible with the
data recording and storage instruments selected, then at least the loads and/or environments should
be measunxl during periods of significant excitation, and when the excitation changes. For examp-
le, a duration-limited instrumentation system for a space vehicle should acquire data for the entire
period of powered ascen~ and maybe turned off until shortly before upper stage engine ig~tion. If
the engine bum duration is still too long for the capacity of the data recording instrument, then it
may have to be turned off again until shortly before engine cutoff if the risk is acceptable.

In most cases, the factor limiting the total duration of data acquisition is the capacity of the data stor-
age instrument (e.g., magnetic tape or disk). IRIG standard tape recorders used for dynamic mea-
surements usually accommodate 10,5 in, or 14 in. diameter reels, with resulting tape lengths of
about 4600 ft and 9200 ft, respectively. The total recording duration can be calculated from

Ti = ~ (minutes) (2.8)

where Lt is the total tape length in feet, and V is the tape speed in in./sec (ips). Using an IRIG
standard tape speed of 60 ips, as is often used for wideband and frequency division multiplex
@DM) dynamic data recording, a total duration of 15 rein, 20 sex and 30 rein, 40 wc is obtained for
the 10,5 in. and 14 in. tape reels, respectively. Pretest and (whenever possible) post test calibra-
tions (or cals) should be included on the tape wif~ the dynamic data, once the minimum time is de-
termined for each cal period. (One minute each for recording a DC step cal, an AC sine cal, and
background noise is often used). Little time may then be left for the dynamic data. Of course, if the
useful frequency ranges of the measurements can be achieved with a slower tape speed (30 or 15
ips), then a substantially longer recording duration may be obtained. If the signals are to be tape
recorded using FM recording (as discussed in Section 3.6.3.2) and if the frequency range of the cal
can be recorded with a much slower tape speed, then a longer data recording duration at a higher
speed can be achieved
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When it is necessary to use higher tape speeds for FM recording, a simple solution to the duration
problem may be to record the cals on one tape and the dynamic data on another, taking care not to
change any gain settings between the cals and the data. However, this may not be used for direct,
e.g., amplitude modulation (AM), recording, due to potential tape-t~tape magnetic density varia-
tions, unless it can be verified that both tapes came from the same batch. Another solution is to use
twice as many (or three times as many) tape recorders, fwst recording data on the first recorder (or
f~st set), then recording data on the second recorder (or second set) with a little overlap, etc. This
obviously complicates the data acquisition process and substantially incmses the cost.

2.6 ~ Me~. In most cases, the dynamic response of a spatially-distributed
aerospace structure is caused by an external distributed load over its various surfaces, or by muhi-
point loading. In many of these cases, it is necessary or desirable to determine or verify the spatial
distribution of these loads, or the dynamic response they produce. In addition, sometimes it is de-
sirable to establish the frequency response function between a load and a response at a single or at
different locations. In other cases, it is desired to ascertain the transit time of a wave or waves be-
tween two locations. Other applications are given in [2.16]. For all of the above, multiple channel
measurements are required.

Examination of the analytical equations which govern the dynamic response of distributed structures
shows that the response is dependent on the loading expressed in terms of parameters which are
dependent on location pairs [2.1,2.16,2.17]. Thus the analysis of multiple channel measurements
is actually performed in terms of dual channel analysis, considerably simplifying the data analysis,
but not the data acquisition.

The capability of the instrumentation system to measure dual channel data accurately must be evalu-
ated prior to the acquisition of multi-channel data. The two parts of this evaluation are the determi-
nation of(a) magnitude, and (b) relative phase or time delay. The evaluation of the system for dual
channel magnitude turns out to be identical to that for individual measurements, i.e., by conven-
tional single channel calibration (see Section 3.8). The evaluation of the instrumentation system for
dual channel phase or time delay requires that the same calibration signal be applied to all multi-
channel simultaneously, so that the relative phase between charnels over the selected spectrum can
be observed. The most common calibration in present use is the simultaneous application of an
electrical random signal, usually with a white spectrum (constant autospectral density function de-
scribed in Section 5.4.3), over the frequency range of interest (see Section 3.8). The between-
channel coherence and cross-spectrum phase of this signal is later measured for all desired dual
channels. Unity coherence and zero phase of this calibration signal over the desired frequency
range indicates that accurate dual channel analysis of the measurements should be expected. A co
herence less than unity shows that there is some distortion, interference, or noise on one or both
channels that must be reduced, no matter what the phase is. Obviously, zero phaie is preferred,
However, the situation is not lost even when the phase is other than zero, as long as the coherence
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is unity. All that is necessary is to have the dual channel data, once it is acquired and analyzed,
corrected with the phase data obtained from this calibration. See Sation 3,8 for details.

It should be emphasized that it is currently impractical to control relative phase between measure-
ments recorded on separate tape recorders, no matter what measures are taken to try to synchronize
the recorders (although such techniques have been proposed, e.g. [2. 18]). Thus it is mandatory that
acquisition of multi-channel data intended for dual channel analysis be limited to a single tape
recorder, using either wideband recording or multiplexing. For wideband recording, the applicable
signals should be recordd on adjacent tracks (odd or even) of the same head stack. If the number
of multi-channel measurements exceeds the capacity of a single recorder, then one or more mea-
surements must be recorded on two (or more) tape recorders to maintain a proper phase reference
for later analysis. Therefore, if it is necessary or desirable to obtain multi-channel Ma for dual
channel analyses, the measurement plan must make provisions for unambiguous phase determina-
tion during the data acquisition of these measurements, and the application of a single calibration to
all multi-channels simultaneously.

2.7 he Code~ For all flight tests and nearly all ground tests, it is necessary to record an unam-
biguous time code on all recorders used for dynamic data acquisition. A properly formatted time
code can be used to detect, and sometimes correct, time errors in the recording process, as well as
be used in the selection and implementation of spectral analysis intervals during data analysis. In
most cases, one of the standard IRIG time formats is selected for the time code [2.19]. For d y-
namic measurements, this is usually IRIG B, See Section 3.6.6 for details.

2.8 &ror Bu@. A simple concept that is often ignored during the data acquisition and analysis
planning is called the “error budget”, which consists of a clear definition and tabulation of all poten-
tial errors in the data acquisition and analysis ”instmmentation, including the statistical estimation
errors in the final analysis of random data signals. An error budget is valuable in four basic ways,
as follows:

(1) It forces the planner to think about all possible sources of error before data are acquired and
analyzed, and in so doing greatly reduces the risk that the experiment will fail to provide the
desired information due to obscuring uncertainties in the results.

(2) It immediately identifies the primary sources of errors (the “weak links”) in the system in-
strumentation and, hence, allows the consideration of pre-experiment  changes in specific
instruments to minimize the overall potential error in the experimental results.

(3) For the case of random data, it allows the logical selection of the measurement durations
that will be needed for the data analysis to assure that the statistical sampling errors are
consistent with the potential error due to the data acquisition and analysis instruments.
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(4) It permits the objective estimation of an overall system potential error in the fiial results of
the experiment.

Although an error t~udget is probably most usefui during measurement planning, it can provide
valuable information anytime during the measurement program.

2.8,1 Error Source Identification and Ouant ification, The first step in preparing an error budget is
to identify and quantify the potential errors associated with each instrumcmt in the data acquisition
and analysis system, and for the case of random data, the statistical sampling errors in each data
analysis procedure To assist this task, Section 3 details potential error sources and quantifies cer-
tain error values for a wide range of data acquisition instruments, including (a) transducers, (b) sig-
nal conditioners, (c) multiplexer and demultiplexers, (d) communication links, and (e) data
recording, playback, and storage devices. Section 3 covers not only intrinsic errors, but also the
environmentally-induced errors, e.g., the influence of temperature on the accuracy of an ac-
celerometer. Section 4 presents procedures for identif ying and, in some cases, suppressing various
errors in data signals after they have been acquired, Section 5 summarizes the statistical sampling
errors (both random and bias) in the analysis of random data signals. Beyond the information in
this Handbook, definitive details on the errors to be expecttxi in various data acquisition and analy-
sis instruments are often provided in the manufacturers’ specs and literature. Finally, there are a
number of textbooks which develop and discuss error expressions for various types of instruments
[2. 14, 2.20- 2.22], See [2,23] for an illustration of the identification and quantification of errors
for the Space Shuttle dynamic data acquisition and analysis system.

2.8.2 Error Bud~et Prep-. Using a flow chart for the system instrumentation, the error bud-
get should be prepared by making a detailed listing of each instrument and its potential error contri-
butions. This may include several error sources for each instrument. For example, error sources
for an accelerometer may include, (a) frequency linearity, (b) amplitude linearity, (c) installation ef-
fects, (d) base strain sensitivity, (e) transverse vibration sensitivity. It is important that the listed
errors include estimates for all environmental-induced errors [e.g., (d) and (e) above], particular y
for measurements made under extreme conditions. The error budget preparation must be very care-
fully examined to assure that no signit3cant error sources are omitted. It will be complete only when
every link in the flow chart for the data acquisition and analysis system has been assigned an error
value. If the error for one or more links in the flow chart is missing, it should be approximated
based upon good engineering judgment.

2.8.3 fjVStern Error Calc_. . The total system error should be computed by taking the square
root of the sum of squares (called the RSS error) for the individual errors listed in the error budget.
In computing an RSS error, it is important that the constituent errors be defmd on a common basis.
For example, many data acquisition instrument errors are quoted in terms of a “percent of full
scale”, while most data analysis statistical sampling errors are presented in terms of a “percent of
reading”. The errors must be converted to a common format before computing the RSS.



2,8.4 ~or Utti. . . . Once the system RSS error has been computd, if it is too large to
allow a meaningful interpretation of experimental results, the various elements in the error budget
should be reviewtxl to establish where and how the constituent errors can be reduced to bring the
RSS error down to an acceptable level. Remembering that the RSS computation involves a sum of
squared error terms, it follows that attention should be focuswl on the largest error scnmes, since
they dominant in the RSS computation, For example, if there were six error sources, where one
was 5(ZO and the other five were 1% each, totally eliminating all five of the 1% error sources would
reduce the RSS error only from about 5.5% to 5.0%. This same rtxluction in the RSS error could
be accomplished by reducing the single 5% error source to 4.5%.

For the case where the acquired data are random in character, meaning there will be statistical sam-
pling errors in the data analysis, the RSS error for the &ta acquisition instruments is a key factor in
the selection of the measurement durations for the later data analysis. Specifically, the duration of
the acquired data signals directly influences the statistical accuracy of the data analysis results, as
well as the duration and, hence, the cost of the experiment. If the RSS for the data acquisition in-
strumentation were, say 20%, it would clearly serve no purpose to spend the money needed to col-
lect sufficient data to allow an analysis with a statistical sampling error of 5%. In this fashion, the
error budget plays a key roll in the selection of measurement durations during the data acquisition
and analysis planning. See [2.2 1] for further discussions of error budgets.

2.9 ~truments andlor Software Se- and Vendor Evalu~. Once the requirements have
been determined for the number and type of measurements, their locations and directions, their fre-
quency and dynamic ranges, and measurement durations, plus the need for multi-channel data and
special types of data analysis, then available on-site instruments and/or software should be exam-
ined to ascertain that the requirements can be satisfied, It may be found that no single instrument
can meet all the requirements, e.g., dynamic or frequency range. Then consideration should be
given to the potential use of two or more instruments, or modification of the requirements.
Occasionally, only one type of instrument can satisfy a unique requirement, e.g., water-cooled ac-
celerometers for measuring vibration at high temperature, or vibmtion-compensated  microphones
for measuring aeroacoustic noise near structures responding with high magnitude vibration.
Deficiencies should be identified and plans made to correct them, including the potential pumhase of
new instruments and/or software.

The process of determining if comrnmial instruments and/or software can satisfy user m@rements
should then be initiated using the most knowledgeable and experienced instrumentation and user
personnel available. This process should start with the careful examination of instrument manufac-
turers’ catalogs and specification (spec) sheets, and/or software developm’ descriptions and spec
sheets (plus instructions on their utilization on certain computer), to identify the applicable charac-
teristics and inherent limitations of the candidate instruments and/or software. Other important fac-
tors should also be considered: environmental effects, size and weight, mounting provisions, power
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requirements, ease of operation, and various precautions that may be needed in instrument utiliza-
tion. The user should be aware that even the most respected vendors may permit excessive opti-
mism to creep into their catalogs, descriptions, and spec sheets, e.g., software that works perfectly
in one application may be seriously deficient in another application. Hence, it is recommended that
the process of determining if available instruments and/or software satisfy user requirements be
continued by contacting current and previous users of the product concerning their evaluation, It is
not uncommon for users from competing organizations to discuss these products freely and openly.
However, concentration on current and past designs can tend to perpetuate obsolete technology,
which can in the long run hinder the future development of better instruments and software.

Most instrument manufacturers and software developers are happy to provide detailed data on their
products, services and applications, usually by knowledgeable and experienced personnel, How-
ever, some may be unwilling to provide unbiased information on the relative n lcnts of competitors’
products. Another data source is the instrumentation consultan~ who usually can be counted on to
provide an independent assessment of competing products. Manufacturers, developers and consul-
tants should all be knowledgeable of the current state-of-the-art.

In addition, business-related factors should have an important influence on vendor evaluation and
selection: price and delive~, quality control, calibration services, past performance, financial stabil-
ity, innovation, ability and willingness to make modifications, and overall cooperation. Vendor
facilities should be visited to verify current capabilities.

Standards are available for many instruments of the data acquisition and analysis system. IRIG (or
Inter-Range Instrumentation Group) and military standards are available for telemetry, muxs and
demuxs,  tape recorders, time codes, calibration system, and even the magnetic tape [2.13,2,19,
2.24- 2.26]. Nearly all test ranges have instruments built to IRIG standards in their ground sta-
tions. If the user’s instrumentation requirements fall outside of the IRIG instruments capabilities,
then a special non-IRIG system will need to be considered or developl  and validated, usually at
considerable expense and delay, or the mpirements will need to be modiiled. In addition, there are
a variety of ANSI standaxis for other instruments, such as transducers and their calibration, spectral
analysis, and procedures for a variety of vibration and acoustic measurements [2.27 - 2.51]. When
this process is finally completed, presentations to and discussions with program managers and
customer representatives should be made to obtain their concurrence with the instrumentation plan
and cost, or to establish alternatives.

2.10 w Causes Of -. As a closing comment related to measumrtent planning, it may be
useful to note what are considered the most common causes of errors and variability y in dynamic
data acquisition and analysis:
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(1) No end-ttind calibration, especially important in flight and major ground tests, permitting
a large number of potential error sources to influence the determination of instrumentation
calibration factors,

(2) Advanced purchase of a large number of incorrwtly-set unadjustable fixed-gain amplifiers,
resulting in uncorrectable cases of signal loss due to saturation, or serious contamination t]y
background noise.

(3) Ignoring the effects of non-dynamic environments and other dynamic loads on dynamic
transducers and signal conditioners, such as base bending of accelerometers, vibration re-
sponse of microphones, and moisture penetration into signal conditioners, causing un-
known errors in the measured output.

(4) Failure to properly evaluate the effects of the installation or mounting on the transducer re-
sponse to the dynamic load or environment to be measurd,  causing an erroneous output,

(5) Locating low pass filters after signal conditioners, rather than ahead of them, allowing high
frequency components to saturate the conditioners and invalidate the data at all fi-equencies.

(6) Lack of an anti-aliasing filter prior to analog-to-digital conversion, leading to Nyquist fold-
over, despite all warnings to the contrary.

(7) When nonstationary flight data are analyzed, the initiation of time windows manually by
data processing personnel rather than by a time code-activated switch, resulting in erro-
neous spectra caused by uncontrollable time translations.

(8) Selecting a frequency resolution bandwidth wider than structural resonant bandwidths in
random vibration data analysis, causing significant errors in the accurate determination of
spectral peaks.

(9) Making pyroshock accelerometer measurements too close to the pyrotechnic source, allow-
ing intense high frequency response components, including a possible accelerometer rese
nant response, to saturate the transducer and/or signal conditioner, and invalidate the resuh-
ing data at all frequencies.

(10) Human errors, often due to the lack of proper planning, training, communication, attention
to details, and/or personal motivation in the data acquisition and analysis process, which
can often be circumvented by dirtxt user involvement in all aspwts of these activities. One
possible solution to this problem is to put all measurement functions, from instrument se-
lection through processing data plots, under one organization made responsible by man-
agement for the accuracy of resulting data.
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3. DATA ACQUISITION

3.1 Introduction, This section presents guidelines for the acquisition of dynamic data. Factors to
be considered in the selection and usage of data acquisition instruments are discussed in the follow-
ing sections and outlined in Figure 3.1. Some typical instrumentation configurations are shown in
Figure 3.2,

3.2 Xransducer~, An instrumentation transducer converts the physical phenomenon of interest to
an equivalent electrical signal for subsequent processing, and is the key instrument of the data
acquisition system [3. 1- 3.3]. Transducers commonly used to measure dynamic loads and envi-
ronments include accelerometers and velocity transducers, various pressure transducers, strain
gages, and force transducers.

3.2.1 -~ ElemenE, The nerve center of a transducer is its sensing element, which converts
relative displacement or velocity to an electrical signal. The same type of sensing element is often
used in different types of transducers. Hence, a short survey of the various sensing elements is
appropriate before their transducer applications are described

3.2.1.1 ~.A piezoelectric (PE) material generates an electrical charge pro-
portional to the instantaneous applied dynamic force or relative displacement, i.e., it is electrically
self-generating. Many models of accelerometers and microphones employ PE materials [3.1 -
3.14]. PE materials may be naturally polarized single crystals (e.g., quartz, tourrnaline, lithium
niobate, Rochelle salt) or man-made artificially-polarized ferroelecrnc polycrystalline ceramics
(e.g., barium titanate, lead zirconate, lead metaniobate,  or combinations). The ceramics have a
higher charge sensitivity and moldability to various shapes, whereas the crystals mayor may not
have a higher voltage sensitivity and can be cut to various sizes and shapes. Both can be direc-
tionally polarized, e.g., made sensitive to shear rather than direct (tension/compression) loading.
All PE materials are usable up to very high frequencies (above 1 MHz). However, they cannot
hold a charge indefinitely under a static load because of susceptibility to leakage, although the
amount of leakage is dependent on the type of PE material and the following electronics. Thus,
they cannot provide a DC response. The low frequency limit of PE transducers is controlled
mainly by the characteristics of the cable type and capacitance, and signal conditioning electronics.
Because a PE material generates its own electrical signal, a “power supply is not needed for signal
generation. PE materials are sensitive to humidity, salt spray, chemical contamination, dust, dirt,
temperature changes, and have low and high temperature limits.

3.2.1.2 ~.A strain-sensitive (SS) material changes its electrical resistance
in proportion to the instantaneous spatial-average strain applied over the surface area of the mate-
rial. All strain gages and internal load measurements, and many accelerometers and pressure
transducers use SS materials [3.1 -3.5, 3.14- 3.21]. There are two categories of SS materials:
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Transducer~ (3.2)

Sensing Elements (3.2.1)
Single DOF System (3.2,2)
Measurement Parameters (3.2,3)
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Freq. Division Multiplexing (3.4.1)
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Laboratory Calibration (3.8.1)
End-to-End Electrical Cal. (3.8.2)
End-to-End Mechanical Cal. (3.8.3)
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Stationary and Steady State Data (3.9.1)
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A
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Figure 3.1. Data Acquisition Instrument Selection Guide..
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Figure 3.2 Some Typical Data Acquisition instrument Configurations.
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metallic and semhxmductor. The most common metallic materials are Constanta.n (a copper-nickel
alloy), Karma (mainly nickel-chrome) and occasionally Isoelastic (mainly iron-nickeldwome),
whereas the most common semiconductor material is nearly pure rnonocrystalline silicon with in-
tentional trace impurities. There are two types of silicon: the p-type (positive) usually with boron
as the trace impurity, and the n-type (negative) usually with arsenic as the trace impurity. The
metallic materials and p-type semiconductor show an increase in resistance with an increase in
mechanical- and/or thermal-induced tensile strain, whereas the n-type semiconductor exhibits a
decrease in resistance with an increase in mechanical-induced strain and an increase in resistance
with an increase in thermal-induced tensile strain. This latter property can provide a substantial
advantage in the utilization of semiconductor materials, as described in Section 3.2.4.1. When the
SS material is a semiconductor, it is usually called piezoresistive (PR). SS materials do not gener-
ate an electrical signal. This must be furnished by a power source, usually in the signal condi-
tioner. In nearly all cases, the electrical configuration of the power source, the material(s), and the
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Figure 3.3. Circuit Diagram of a WheatStone Bridge for Strain Sensitive Materials, including
Metallic and Semkxmductor (Piezoresistive) Strain Gages and Transducers [3.15].
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signal output is in the form of a Wheatstone bridge (actually invented by Samuel Christie), as
shown in Figure 3.3. SS materials are installed in one, two, or four arms of the bridge, denoted by
RI through ~ in Figure 3.3, depending on the transducer application. If loaded SS materials are
installed in either one or two arms of the bridge (called active arms), then unloaded SS materials
and/or fixed resistors should be installed in the remaining (dummy) arms. All SS materials cover a
very wide frequency range that extends from zero (DC) to a high frequency that greatly exceeds the
maximum frequency of interest? e.g., O -1 GHz, as long as the SS material is uniformly loaded
SS materials are sensitive to temperature changes, but the effects are concentrated in the frequency
range near DC. In fact, SS materials are commonly used as temperature sensors. However, tem-
perature compensation often can be successfully achieved with care. When installed, SS materials
nearly always need to be protected fmm high humidity and other climatic environments,

3.2.1.3 ~, A conventional capacitance element (CE) is comprised of two
parallel conductive plates separated by a small distance. An electrical DC voltage applied across the
plates, called a polarizing voltage, causes ari electric field to be developed in the intervening space
(called the dielectric). One of the two plates is the fixed reference, while the other plate moves in
proportion to the dynamic response, resulting in a capacitance change that is sensed by the system
electronics. To provide linearity, the maximum dynamic displacement must be small compared to
the gap between the plates. To make the CE more sensitive, it is common to replace the second
plate, whose dynamic response is controlled by its bending resistance, by a thin diaphragm, whose
response is controlled by membrane or in-plane resistance. l%e polarizing voltage is nearly always
supplied by a power source in the signal conditioner. As a displacement-sensing element, the CE
is equally sensitive to displacement at any frequency, including DC. However, the dynamic dis-
placement of the load usually decreases with increasing frequency, limiting the practical frequency
range. In addition, the CE cannot hold a constant charge indefinitely because of leakage.

The condenser microphone is the most common transducer in aerospace usage that employs a con-
ventional CE, although other transduce including accelerometers have been developed [3.1, 3.5,
3.8, 3.9, 3.12, 3.13, 3.22, 3.23]. To avoid letting atmospheric pressure changes cause a static
bias between the plates of the microphone, the air gap is nearly always vented to the atmosphere.
For this reason, a CE microphone will not measure pressure down to zero frequency.
Conventional CEs are generally insensitive to temperature changes, but will be sensitive to humid-
ity if condensation occurs, due to the influence of humidity on charge leakage. To avoid the de-
grading effects of humidity, conventional CEs may be heated locally and should be stored with a
desiccant between usage. Special protection must be provided for long-texm outdoor applications.

Another type of CE is the electret, which does not require a pohirization voltage [3.3, 3.9,3. 12].
Polarization is provided by a pre-polarized polymer containing a trapped charge bonded to the
molecules of the polymer. The polymer material is either deposited onto the backplate or is con-
tained in a thin film stretched across the air gap. The ehxtret CE is insensitive to humidity.
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3.2.1.4 ~. An electrodynamics system (EDS) uses a moving coil of wire in
a fixed (non-moving) or a moving DC magnetic field, which cuts lines of magnetic flux to generate
an electric current from the coil. Since the instantaneous current is proportional to the rate at which
the coil cuts the flux lines, the electrical output is proportional to the dative  velocity between the
coil and the magnetic field [3. 1,3.2, 3.23]. The velocity pickup is a typical EDS.

~,~. ] .5 ~o-~~. A servo-control system (SCS) employs a combination of electri-
cal and mechanical elements in an attempt to prevent a mass from moving relative to its case when
it is exposed to structural motion [3.1, 3.2, 3.23]. Specifically y, the instantaneous acceleration
applied to the mass causes an instantaneous displacement from its equilibrium or neutral position,
which is sensed by a displacement transducer whose instantaneous electrical output signal is used
in a servo control loop to restore the mass to its neutral position. This electrical signal, which is
proportional to the acceleration of the mass, is the output of the SCS. The power source ‘is incorpo-
rated in the signal conditioning section of the SCS. This principle of operation has been used ex-
tensively in aerospace guidance and navigation applications. A typical SCS is very sensitive in the
low frequency range, including zero frequency. As with many other sensing elements, extending
the range to mid frequencies can be accomplished at the expense of reduced sensitivity.

3.2.1,6 xo-~. There are a variety of electro-optical systems (EOSs) that use a
beam of visible or laser light (sometimes through an optical fiber) to sense relative motion, either
displacement or velocity, between a fixed reference and a point on a structure responding to dy-
namic loading [3, 1, 3.23]. For one such EOS, called a laser Doppler vibmmeter (LDV) and de-
scribed in Section 3.2.6.5, the instantaneous structural velocity causes a Doppler shift in the fre-
quency between the incident and the reflected beams of light [3.24- 3.29]. An electrical circuit
converts the Doppler shift into an instantaneous electrical signal that is proportional to the instanta-
neous velocity of the reflecting surface. Fringe-counting interferometers are another type of EOS.
The shift of the constructive/destructive interference pattern between the incident and reflected light
beams, or the number of wavelengths that the reflecting surface moves, is counted and translated
into an instantaneous electrical signal which is proportional to the instantammus  displacement.
Other EOSS differentiate between the intensities of the incident and reflected light beams. EOSS are
generally very sensitive and thus capable of measuring very small motions of the structure, as long
as the fixed reference itself does not move. As a resplt, EOSS are usually restricted to laboratory
use. The frquency range of a velocity sensing system may include or exclude DC, depending on
system operation. A displacement-sensing system is equally sensitive to displacement at an y fre-
quency, including uxo frequency. However, the dynamic displacement of the load or environment
usually decreases with increasing frequency (with the exception of pyroshock), limiting the practi-
cal frequency range to low and mid frequencies.

Other EOSS are used primarily for measuring mode shapes in modal testing, and am therefore out-
side the scope of this Handbook. These include holography, surface scanning interferometers, and
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3.8, where the ordinate is (~~,) for a sinusoidal base velocity excitation b(t) = Us sin(2xf,t),  and

~,= I x -01, is the relative velocity ainplitude between the mass and the base [3.4]. The phase angle
@ between the relative velcxity response and the velocity excitation in Figure 3.8 is the same as that
shown in Figure 3.5,
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x, = displacement response amplitude of the mass
F, = amplitude of sinusoidal force excitation
6, = lx-ul~ = relative displacement amplitude between the mass and the base
u, = amplitude of sinusoidal base acceleration excitation
k = spring rate or stiffness
f = excitation frequency
f, = undamped natural frequency
~ = vismus damping ratio or fraction of critical damping

Figure 3.4, Normalized Response of a Linear Single-Degree-of-Freedom System to Sinusoidal
Force or Base Acceleration Excitation [3.4].
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a system for determining modal stress distributions by sensing the thermal emissions from the
structural surface.

3,2,1,7 ~ of S~, There are a wide variety of other sensing elements
available for utilization in transducers, e.g., eddy current, differential transformer, variable reluc-
tance, fiber optic, and potentiometer devices. However, they are seldom currently used for dy-
namic measurements in aerospace applications [3.1, 3,2, 3,23, 3.30,  3.31]. The primary reason
for the lack of aerospace utilization is nearly always excessive size and weigh~ limited sensitivity,
and/or useful frequency range.

3.2,2 ~e-Demee-of-Freedom  Svst~ With the exception of strain gages applied direqly to.
structures, force transducers, and electro-optical systems, the basic design feature of a transducer
used for making dynamic measurements is the linear singledegree-of-freedom  (or SDF) system,
where the electrical transducer output is proportional to either the absolute or relative displacement
or velocity response of the system. Specifically, pressure fluctuations on pressure transducers can
be idealized by a force excitation applied to the mass of the SDF system, whereas motion to accel-
erometers and velocity pickups can be idealized by the motion excitation applied to the base or
foundation of the SDF system. The former and latter models are sometimes called fixed reference
and seismic transducers, respectively, All elementary vibration texts introduce the SDF system.
The normalized frequency response for the SDF system below or near resonance is shown in
Figure 3.4, where the ordinate is [X~(F#)] for a sinusoidal force excitation F(t) = F,sin(2nf,t)  or
(6@~(2xfn)2] } for a sinusoidal base acceleration excitation u(t) = U~sin(2nf,t),  where F, and
Us are the force and base acceleration amplitudes, respectively. The abscissa is the ratio of the
sinusoidal excitation frequency f~ to the system undamped natural fnquency fn, k is the spring rate
(or stiffness), X, is the displacement response amplitude of the mass, and 6, = Ix-ul, is the relative
displacement amplitude between the mass and the base. The family of curves shown in Figure 3.4
correspond to different values of the viscous damping ratio ~ (or fraction of critical damping)
[3.4]. The phase angle $ between the displacement response and the force excitation is shown in
Figure 3.5 as a function of frequency ratio. and damping [3.32]. The negative value of $ denotes
that the response lags behind the excitation in time, The phase angle 0 between the relative dis-
placement response and the acceleration excitation may be calculated from (1 = 180° +$, where
(-180’ S $< O). Thus 0 is always positive. Only small portions of the total ranges, shown in log-
arithmic coordinates in Figures 3.4 and 3.5, are normally utilized in pressure transducer and ac-
celerometer design. These portions, at frequencies below resonance, are detailed in linear coordi-
nates in Figures 3,6 and 3.7 [3.4, 3.33].

The electrical output of a velocity pickup is proportional to the relative velocity response of the
system. Motion to the pickup can be idealized by the motion excitation applied to the base of the
SDF system. The normalized frequency response near and above resonance is shown in Figure
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Figure 3.7. Range of Single-Degmtc-of-Freedom System Phase Angles Normally Usd in Accel-
erometer and Pressure Transducer Design [3,4].

It is important to mention that when the SDF system is used as a fixed reference transducer, it is
assumed that there is no base motion; when it is used as a seismic tmnsducer, it is assumed that no
force is applied to” the mass. Hence, a transducer using the fixed reference feature must be de-
signed to avoid base motion, whereas one using the seismic feature must be designed to avoid di-
rect force or pressure applied to the mass.

3.2.3 ~. The selection of transducers for measuring loads and environ-
ments should take into account all the factors or parameters that can affect the accuracy and relia-
bility of the measurements. Depending on the type and installation of the transducer, and the total
environmental exposure, some of these parameters may have a severe effect on accuracy and reli-
abdity, whereas the effects of others maybe negligible [3.1 - 3,23]. These measurement parameters
am summarized in the following sections. A more detailed source of data is usually available from
manufactumrs’ catalogs and specification sheets.
vious and current users of candidate transducers,
evaluation of these measurement parameters.

It is also rtxmnmended that manufacturers, pre-
and/or consultants be contacted conmrning their
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Figure 3.8. Nomditi Relative Velmi~Res~nse ofafiem Single-M~eaf-R@om  Sys-
tern to Sinusoidal Velocity Base Excitation [3.33].

Typical environmental effects are described in Section 3.2.4. It is recommended that the user(s)
ascertain under what specific conditions the measurement parameters and environmental effects
were determined

3.2.3.1 ~er S~
. . . . The sensitivity is the ratio of the transducer ehrical output to the

physical input (static and/or dynamic) magnitude. A high sensitivity is usually desimble when the
load or environment is small, and vice versa. It is recommended that sensitivity calibration be per-
formed on every transducer in accordance with Section 3.8.11. Tight control of transducer sensi-
tivity is critical if the transducer output is connected directly to a recording instrument. However,
if the transducer output is first connected to a variable gain signal conditioner, tight tolerance on
sensitivity is unnecessary.

The maximum output of the transducer will equal the maximum value of the load or environment
times the transducer sensitivity. To fully utilize the dynamic range of the measurement system, as
described in Section 2.4, the maximum output should be made slightly less than the maximum in-
stantaneous value of the signal that the system can transmit without distortion.
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If the load or environment to be measured is not of high magnitude, sensitivity can become an im-
portant factor for a less-sensitive small and/or light weight transducer. In this case, amplification
from the following signal conditioner can be used to provide the desired output as long as care is
taken to avoid a substantial increase in background electrical noise,

Because strain gages rely on external power rather than generate their own electrical signals, the
sensitivity is given in terms of a gage factor, defined as the ratio of the load-hducal resistance
change to the original (or unloaded) resistance, divided by the strain. Metal gages have (uniaxial)
gage factors of about 2 through 5, whereas piezoresistive gages have factors that range from about
50 to nearly 200 for p-type silicon, and from about -100 to over -150 for n-type silicon, In
Wheatstone bridge applications, the sensitivity in terms of bridge output can be doubled by using
active strain gages in two arms, or can be quadrupled by using active gages in four arms, rather
than by using only a single (active) gage in one arm with dummy gages and/or fixed resistors in the
remaining arms [3,3 -3.5, 3.15 -3,2 1]. The variety of applied voltages, available gage resistances
and gage factors provides a wide range for measuring static and/or dynamic strains.

3.2.3.2 Useful Frequency Ran~. Over the useful range, the sensitivity of a transducer should
not vary more than a (usually small) specified amount from the nominal value. A plot of trans-
ducer sensitivity versus frequency is usually called the frequency response of the transducer. The
minimum and maximum frequency limits are often specifkd where the frequency response is either
1 dB (12%) or 0.5 dB (6%) below or above the nominal value, It is recommended that frequency
response calibration be performed on each transducer in accordance with Section 3.8.1.1. For
transducers capable of measuring static and dynamic loads (e.g., strain gages and piezoresistive
pressure transducers and accelerometers), the minimum frequency limit is usually zero frequency.
For other transducers, the minimum frequency limit is usuaUy dependent on the transducer design
and/or its electrical compatibility with its cabling and/or its signal conditioner. For example; the
low frequency cut-off or 3 dB down point for a piezoelectric transducer is given by [3.5, 3.7,
3.14, 3.34]

flc - zz~c-— (3.1)

When the following signal conditioner is a voltage amplifler, described in Section 3.3.2.1: C = Ci
+ CC + Ca, and R = l~R~l + ~1 + R~l), where C,, CC and Ca are the capacitances of the trans-
ducer, coax cable and amplifier input, and Rt, RC and R, are the resistances of mnsducer leakage,
coax cable and connector leakage, and amplifier input, respectively. For a charge amplifier, de-
scribed in Section 3.3.2.2: C = Cf and R = Rf, where Cf is the capacitance of the amplifier feed-
back capacitor, and Rf is the shunt xvsistance across the feedback capacitor.
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For accelerometers, which use the SDF design feature, the maximum frequency limit is usually
determined as a function of the mounted resonance frequency and the viscous damping ratio of the
sensing element, For example, Figures 3.4 and 3.6 show that the maximum frequency limit
should be less than 0.2 or 0.3 of the undamped natural frequency, for a SDF system with no
damping, to achieve a flat frequency response within + 0.5 dB or + 1 dB, respectively. For some
SDF-based transducers, it is difficult to obtain both a high sensitivity and a high maximum fre-
quency limit. Specifically, as observed in the ordinate of Figure 3.4, a high sensitivity for base
acceleration excitation, proportional to (5@J, can only be achieved with a low resonance  fre-
quency. Similarly, a high sensitivity for force excitation, proportional to (XJFJ,  can only be
achieved with a low stiffness, resulting in a low resonance fkquency. For example, Figure 3.9
shows the various combinations of transducer sensitivities and useful frequency ranges for a, fam-
il y of condenser microphones [3.9, 3,22, 3.35]. However, the use of the SDF system does not
guarantee a nearly flat frequency response. Figure 3.10 shows the frequency respon~ for a typi-
cal piezoelectric accelerometer within the useful range, normalized to the sensitivity at 100 Hz. In
addition, the maximum frequency limit may be reduced by the method of attachment, as described
in Section 3.2.6.6. Resonances of the transducer structure have sometimes been observed well
below the SDF resonance, as illustrated in Appendix A, which may further limit the useful fre-
quency range.

For velocity pickups, which also use the SDF design feature, the minimum frequency limit is
usually determined as a function of the mounted resonance frequency and the viscous damping
ratio of the sensing element. For example, Figure 3.8 shows that the minimum frequency limit

dB rc 1 V/Pa mV/ti

Figure 3.9. Typical Frequency Response for a Family of Shnil.arly-Designed Condenser
phones (Courtesy Bruel & Kjaer) [3.22, 3.35].

Micro-
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Figure 3,10. Typical Frequency Response for a Piezoelectric Accelerometer, Normalizd to the
Sensitivity at 100 Hz (Courtesy Endevco) [3.5].

should be more than 3.0 or 4.1 times the undamped natural frequency, for a SDF system with no
damping, to achieve a flat frquency response within+ 1 dB or + 0.5 dB, respectively. The maxi-
mum frquency limit is dependent on the particular transducer design.

As mentioned in Section 3.2.1.2, uniformly-loaded strain gages, which are directly applied to
structures, can exhibit exceedingly high maximum frequency limits, e.g., 1 GHz. However, there
are structural and gage size considerations that may limit the maximum frequency when measuring
strains associated with various waves propagating from a source, such as a pyrotechnic device,
along a structure to a location of interest. For a strain gage to be uniformly loaded during wave
propagation (i.e., to avoid strain cancellation along the length of the gage), the sti’uctural  wave-
lengths must be appreciably longer than the gage length, say ~ > 8L~ where ~ is the structural
wavelength and Lg is the gage length. Longitudinal (or direct tension-compression) waves main-
tain the same waveform as they propagate through the structure, even though they maybe attenu-
ated with distance from the source. For longitudinal waves: As = kL = (cLt/f), where IL is the
longitudinal wavelength, cL’ is the constant longitudinal wavespeed in a plate, and f is the fre-
quency. For most metallic aerospace structunx, cL’ = 17,000 ftkc = 200,000 in./sec (ips). The
longitudinal wavespeed for most composite structural materials, such as graphite epoxy, is much
higher. Combining the above quations,  the maximum frquency limit for longitudinal waves is
fmu = (CLt/8Lg). Bending waves are dispersive, i.e., the waveform changes with distance fkom
the source. For bending waves, i’ = kB = (cB/f), where the frequency-dependent bending
waves~d is cB = (27c~l~ (D/<p,b)lld, D is the modulus of rigidity and epso is mass per unit
area of tie structure [3.36, 3.37]. Therefore, the maximum frequency limit for bending waves is
fmu = (x/U L:) (D/cp,o)l@. Note that a small change in gage length has a significant effect on
the useful frequency range. For metallic aerospace structures M stiffenm, the quantity
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(Dkpp)lfi = (CL’ti121n), where t is the s~ct~~ tiichess. In most cases, the maximum fre-
quency limit for longitudinal waves exceeds that for bending waves.

Sometimes a single transducer that responds down to zero fkquency is used to provide data on the
quasi-static and dynamic load or environment separately (rather than combined), using a lowpass
filter to measure the quasi-static component and a highpass or a bandpass filter to measum the dy-
namic component. Depending on the magnitude and frequency range, a different amplifier gtiin
setting is used for each component to maximize the signal-to-noise ratio. An amplifier with bias
adjustment can zero out a DC component to maximize the dynamic range of the dynamic compo-
nent.

There are some occasions where the user(s) and/or instrumentation personnel may find it necessruy
to measure dynamic loads and/or environments in fkquency ranges well above and/or below the
previously-described conventional limits [3.38 - 3.42]. This situation may occur when the test
schedule does not permit the purchase of instruments that are appropriate for the desired frequency
range. Under these circumstances, it may be possible to use currently available, though inade-
quate, instruments and then to correct the resulting data for measurement system deficiencies, For
example, it may be desired to obtain dynamic data at frequencies above the resonances of available
transducers. After the data are acquired, the resulting time histories can be transformed into their
Fourier spectra and divided by the system frequency response function to obtain corrected spectra,
which can then be inverse transformed back into corrected time histories for further processing,
However, it is essential that the system not be used beyond the linear magnitude rang% otherwise
no valid correction can be made. Also, the original signal must significantly excecxi the back-
ground noise so that the procedure does not erroneously “correct” the noise floor. In many cases,
the correction process turns out to be more expensive than the cost of appropriate instruments that
need no correction. l%us, this process is not generally recommended.

3.2.3.3 ~gnitude Characteristic. Three factors comprise the amplitude or magnitude character-
istics of a transducer: linearity, minimum limit, and maximum limit. Linearity is defined as the
amount of invariance of the transducer sensitivity with input magnitude. The minimum limit is the
lower instantaneous magnitude of acceptable linear behavior. For modem transducers, all of
which are designed to avoid ffiction in their sensing elements, the minimum limit is nearly always
caused by the background electrical noise floor, The maximum limit is the upper instantaneous
magnitude of acceptable linear behavior. The maximum limit is usually determined by mechanical
hardening of the stiffness element(s) of the transducer, hard bottoming on mechanical stops, which
often causes electrical saturation, or by mechanical failure. Figure 3.11 shows the useful operating
range of a particular piezoelectric accelerometer, which combines the useful frequency range with
the linear magnitude range of the transducer [3.4, 3.10]. Note that this accelerometer has a dy-
namic range of over 140 dB, roughly double the range anticipated for most accelerometers.
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Figure 3.11. Useful Operating Range for a Piezoelectric Accelerometer [3.4,3.10].

3.2.3,4 me Shift. Phase shift is a description of the fkequency-dependent time delay between
the transducer electrical output and the physical input, and is therefore important to the potential
distortion of the time histo~ or waveform of the physical input. Phase shift is often observed with
transduce that use the SDF design feature, where the phase shift is a function of fkequency ratio
and viscous damping ratio, as shown in Figures 3.3 and 3.5. For transducers with low darnping,
say ~ S 2%, the phase angle is small (i.e., less than 2.5 deg) for a maximum frequency limit of 0,6
of the transducer resonance frequency. However, as discussed in Section 3.2.3.2, the maximum
frequency limit must be further restricted to 0.2 or 0,3 of the resonance frequency to achieve flat
frequency response within 0.5 dB or 1 dB, respectively, with damping of { s 2%. Undistorted
waveforms can be maintained even with large phase shifts as long as the phase angle is propor-
tional to frequency. Figure 3.7 shows that a transducer with a damping of{= 0.7 has a nearly lin-
ear phase shift up to the resonance ftequency. However, Figure 3.6 shows that the maximum fr-
equency limit must be further restricted to less than 0.55 of the undamped natural frequency to
achieve a nearly flat frequency response with this damping. Hence, except for strain md force
gages, most transducers are designed to have damping of either near zero or 70% of critical to
minimize phase distortion. Minimizing phase distortion is especially important for transient data
analysis, including shock response spectra computations [3.43].
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Relative phase shift between transducers is usually critical for dual channel analyses, even when
the phase shift is sufficiently linear to avoid intra-charmel distortion problems. For example, inter-
channel phase distortion will occur between a microphone with ~ = 0.01 and an accelerometer with
~ = 0.7, providing a phase shift proportional to frequency up to the limits described above,
However, so long as the individual phase responses are known, the effects of phase distortion may
be corrected later during dual channel computations.

3.2.3.5 ~. For transducers designed to measure structural motion along a
specific axis, such as accelerometers, transverse sensitivity is the transducer electrical output in re-
sponse to structural motion along axes other than the specific axis of interest. Transverse sensitiv-
ity is sometimes referred to as cross-axis or lateral sensitivity, W should bC m low as possible.
The design of the transducer usually determines the amount of transverse sensitivity and the most
and least sensitive transverse directions, as illustrated in Figures 3.12 and 3.13 for piezoelearic ac-
celerometers [3.4 -3.7, 3.10, 3.14]. See [3.5, 3.14] for a thorough discussion. Accelerometers
may also exhibit transverse resonances, as shown in Figure 3.14 [3.6, 3.7, 3.44]. It should be
noted that manufacturers generally do not measure transverse sensitivity to rotational motions, al-
though it is sometimes claimed that certain transducer designs make rotational sensitivity low.
Rotational sensitivity may become a problem if a motion transducer is subjected simultaneously to
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Figure 3.13. Diagrammatic Representation of Transverse Sensitivity Well Below Transverse
Resonance for a Piezoelectric Accelerometer [3.4, 3.5,3.10].
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Figure 3.14. Typical Frequency Response of a Pim.oelectric Accelerometer in a Transverse Di-
rection Relative to the Intended Direction [3.6, 3.7, 3.44].

42



low magnitude translational motion in the specified direction, and high magnitude rotational mo-
tion, e.g., if the transducer is located on a structure at a point that corresponds to a node line of a
responding dominant mode (where high rotational motion occurs). Concerned users are usually
left on their own to evaluate mtatiomd sensitivity.

Since the transverse output is the product of the transverse input times the transve~e sensitivity,
just as the desired transducer output is the product of the desired physical input times the trans-
ducer (uniaxial) sensitivity, the transverse sensitivity is important only if the transverse output is
unacceptably high compared to the desired uniaxial output.

For pressure transducers, directional response is the relative transducer sensitivity as a function of
the spherical angle of incidence T between the dinxtion of pressure wave propagation and the di-
rection of maximum sensitivity, which corresponds to the direction normal or perpendicular to the
sensing surface (i.e., diaphragm or plate) of the transducer. This sensitivity is different if the pres-
sure transducer is surrounded by a baffle that is flush mounted with the transducer sensing surface
(or positioned close to the baffle), since pressure doubling will occur for all hemispherical angles
of incidence except for grazing incidence (0 = 90 deg), as long as R > ka, where R is the effective
distance from the edge of the baffle to the center of the transducer, and La is the aeroacoustic
wavelength given by La = (U#), f is the frequency, and UO is the speed of propagation. For
acoustic noise, the propagation speed is identical to the speed of sound in air, i.e., UO = Ca. At
standard room temperature (T= 2(YC = 68”F) and sea level pressure [Pa = 1 atm = 101325 Pa =
14.696 psi = 760 mm Hg (torr) = 1013.25 mbar], Ca = 344 mk = 1128 ftkc [3.8, 3.45- 3.48].
For aerodynamic noise, which usually occurs at grazing incidence, U= = M- c. and UO = Ut = M(
c~, where M= and Mt are the Mach numbers of the free-stream and the local flow, respectively.
At altitudes of 20k c H < 35k ft (transonic through max q altitude range for most launch vehicles),
c a = 1037- 4.27xlo-s (H - 20k) f~~c.

For acoustic noise measurements at low and mid frequencies, where the acoustic wavelength is
long comp~ to the size of a typical transducer, say k~ > 8d, where d is the diameter of the trans-
ducer sensing element, a uniform angular response is usually observed (except for the aforemen-
tioned grazing incidence for a baffled transducer). The transducer is then called ornnidkectional
and is equally usable for all internal or external acoustic fields at low and mid frequencies. At high
frequencies, however, significant directional behavior is observed. For microphones and pressure
transducers without a baffle, highly directional response occurs because of reflections and diffrac-
tion caused by the presence of the transducer itself, especially for the transducer backside, as
shown in Figure 3.15 for a typical microphone [3.8, 3.9, 3,12, 3.22, 3.35]. Other high frequency
effects include (a) the SDF response described in Secticms 3.2.2 and 3.2.3.2, and (b) pressure
cancellation across the surface of the sensing diaphragm or plate when ka 2 d sin(l. The lowest
frequency of cancellation therefore occurs for grazing incidence. Because of the different micro-
phone installations, manufacturers traditionally pmvidc directional response data for three types of
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Figure 3.15. Directional Response of an Electret Microphone (Courtesy GenRad) [3.8].
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Figure 3.16. Typical Microphone Frequency Response for Two Free-Field Directions and Ran-
dom Incidence [3.8, 3.12].
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incidence, namely, perpendicular, grazing, and random, as shown in Figure 3.16 [3.8, 3.9, 3.12,
3.13,3.22, 3.35, 3,49]. Random incidence is the average response for all angles of incidence, as
would be encountered in a reverberant sound field. Some microphones have been specially de-
signed for certain angles of incidence.

For some applications, the directional properties of an acoustic field needs to be determined, which
may be accomplished with the aid of a directional micmphone. one type of directional microphone
positions an omnidirectional microphone at the focus of a parabolic reflector, called a parabolic
microphone, while another is attached to one or more long tubes, called a line, rifle or shotgun
microphone [3.50, 3.5 1]. These configurations lose their directivity at low frequencies when the
acoustic wavelength exceeds the structural dimensions.

For aerodynamic noise measurements of normal boundary layer using flush-mounted pressure
transducers or microphones at grazing incidence, the frtx-stream aerodynamic wavelength should
greatly exceed the transducer diaphragm diameter, say ks > 25d, to avoid pressure cancellation
[3.52 - 3.54]. For higher fkquencies,  the amount of cancellation is also a function of the boundary
layer displacement thickness 6*, as shown in Figure 3.17. This figure may also be used for cor-
recting measured spectra of normal boundary layer turbulence. Studies have shown that pressure
cancellation is not a problem when measuring more severe aerodynamic noise from separated flow
caused by shock wave-boundary layer interactions. Thus, no spectral correction is necessary.
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Figure 3.17. Frequency Response of a Microphone or Pressure Transducer to Nmmal Boundaxy
Layer Turbulence at Grazing Incidence [3.53].
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Depending on its material and design, and the material and strain field of the structure on which it
is mounted, a strain gage will usually exhibit transverse response, whose sensitivity coefficient is
the ratio of the transverse gage factor to the axial gage factor. In fact, the transverse response will
be zero only if the gage is mounted in the maximum principal direction of a uniaxial _ field on
a structure whose material is identical to that used for calibrating the same type of strain gage,
achieving the same Poisson’s ratio.

In most aerospace applications, structural failure under dynamic or combined static and dynamic
loading usually occurs due to fatigue, which is initiated at one (or sometimes more than one) criti-
cal location on the surface under a biaxial strain field, where the strain gages should be mounted.
However, a different biaxial field usually exists for static loading and in each of the dynamic
modes. Therefore, a uniaxial strain gage is insufficient to measure potential failure conditions. A
detailed finite element dynamic or combined static and dynamic analysis, or a three-gage rosette, is
required to determine the maximum and minimum principal strains and stresses, and their direc-
tions, at the critical location(s). A three-gage rectangular rosette is generally preferred to a delta
rosette because of the ease of using the data in subsequent calculations, and correction for trans-
verse sensitivity [3. 16- 3.21]. Unfortunately, the use of the three-gage rosette triples the number
of measurements to be made, but is necessary for the determination of equivalent uniaxial dynamic
or combined stress(es) for subsequent fatigue analyses. These analyses may utilize one or more of
the following techniques for combining biaxial stresses or strains: (a) maximum principal, (b)
maximum shear, (c) von Mises, or (d) Sines’ or Langer’s method [3,55 - 3,57]. A two-gage T-
rosette should be avoided unless the detailed finite element model is used to determine the principal
directions.

3.2.4 ~. There are a variety of climatic and induced environments that can
affect the performance of a transducer, including tempemture, pressure, humidity, corrosion, con-
tamination, certain types of radiation, and static and dynamic loading. For certain types and de-
signs of transducers, some of these environments are critical, while others have only a negligible
influence, Thus, the user should carefully review all applied environments to determine if they will
affect the measurements, and if the data can be corrected for them, Manufacturers’ catalogs and
specification sheets, as well as manufacturers, previous and current users, and/or consultants
should be consulted concerning their recommendations, as discussed in Section 2.9.

3,2.4.1 hIu2f=w. Ambient temperature and piessure are seldom a problem for transducers
used in indoor laboratory tests, except under special ciwumstances (e.g., a vibration test of a feed-
line with a cryogenic fluid), because transducers are usually designed for room temperature and sea
level atmospheric pressure conditions, Nearly all transducers are affected by high and low tem-
peratures, as is often encountered in flight or major outdoor ground tests (e.g., a rocket engine
static firing), causing potential changes in transducer sensitivity, zero or DC shift, natural fre-
quency and damping. Piezoelectric (PE) transducers are particdvly susceptible, with temperature
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especially affecting sensitivity over the operating range, as shown in Figure 3.18 for several typcs

of PE materials used for accelerometers and microphones [3.5], Like many other solids, PE nMtc-
rials exhibit crystallographic phase changes at certain temperatures called Curie points, Above or
below a Curie point, the sensitivity usually changes dramatically, as shown in Figure 3.19. or the
material may lose its polarization entirely and thus develop no charge, making the transduw USC-
less [3,5]. When disconnected, a PE transducer may develop a high voltage across its crystal or
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Figure 3.18.

Figure 3.19.

Temperature Sensitivity of Five Different Piezoelectic  Ceramics, N~to the
Sensitivity at 68 deg F (Courtesy Endevco) [3.5].
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Tempemtum Sensitivity of a Typical Piezoelectic Material in the Vicinity of a Curie
Point [3.5].
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ceramic sensing element when the transducer is subjected to high temperature, The transducer out-
put should be shorted before coruwting  it to its signal conditioner to avoid damaging the input
stage,

High sensitivity, low natural fie.quency accelerometers that utilize gas or oil to achieve high &np-
ing (~= 0.7), and thus extend the useful frequency range (as discussed in Sections 3.2,2, 3,2.3.2
and 3.2.3.4), may exhibit substantial changes in damping with temperatum, as shown in Figure
3.20, adversely affecting the maximum fkquency  limit for both flat response and linear phase shift
[3.4, 3.5, 3.10]. It is common for piezoresistive transducers to exhibit a zero shift when exposed
to change in temperature because of a slight shift in resistance between the active arms of the
WheatStone bridge. Condenser microphones are also affecti with some variations shown in
Figure 3.21 [3.22, 3.35]. Some transducers are designed to operate only at high or low tempera-
ture. Manufacturers’ catalogs and specification sheets should be consulted to identify the transduc-
ers most applicable for certain conditions. Under extreme temperatures, static and/or dynamic
measurements (e.g., pressure fluctuations in the combustion chamber of a jet or rocket engine, or
the vibration response of the inner wall of a feed-line passing cryogenic propellants) sometimes
require external heating or cooling.
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Figure 3.20. Temperature Effects on the Frequency Response of a Piezoresistive  Accelerometer
with ~ Damping (bUX’teSy hdevco).
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Figure 3.21. Temperature Effects on the Frequency Response and the Sensitivity at 1 kl-lz for a
Free-Field Condenser Microphone (Courtesy Bruel 8C Kjaer) [3.22, 3.35].

Figure 3.22 shows a typical accelerometer protwted against a hot or cold structure with an insula-
tor and a radiator [3.6, 3.7]. External air cooling or heating can be added to increase convective
heat transfer. @Iote that the insulator may afftxt the maximum frequency limi~ and the radiator
may affect the transverse sensitivity). A cutaway view of a condenser microphone with a special
water-cooled cap, designed for combustion temperatures, is shown in Figure 3.23.

A pressure transducer maybe comected by a hollow metal or ceramic tube to a hot or cold open
space that exceeds the transducer temperature limit where the aeroacoustic measurement is nmkxl.
The tube may also be cooled or heated by an external jacket to provide additional protection,
Unfortunately, this tube will exhibit an organ pipe-type resonance that could limit the useful fr-
equency range. For a uniform tube diameter from the transducer diaphragm to the open en~ and
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Figure 3.22. Methods of Protecting an Accelerometer from High or Low Temperatures [3.6,
3.7].

Figure 3.23. Condenser Microphone with Water-Cooled Protective Cap (Courtesy Whittaker).

tubing and diaphragm stiffness much greater than that of the fluid (usually air) the tube, an approx-
imate flat frequency response of pressure transmission for the tubing installation can be achieved
up to 20% of the organ pipe resonance frequency ft, given by ft = c~44 t, where c, = speed of
sound in the fluid at temperature and it = the length of the tube [3.48, 3.58]. Thus, if the maxi-
mum frequency limit has been selected, the tubing should be no longer than

/! ——
‘ax s 20?m*x (3.2)
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The installation should be carefully calibrated at the service temperature.

All dynamic transducers designrd to measure DC response, including strain gages, are particularly
sensitive to temperature changes, usually occurring at low frequencies (below 5 Hz). Unless re-
stmined, most materials expand when exposed to higher temperature, and vice versa This charac-
teristic applies to both a strain gage and the structure on which it is mounted. In both cases, the
pertinent material propeny is the thermal expansion coefficient. I-f a strain gage is available with the
same coefficient as the structure, then with proper installation, thermal compensation should be
achievable (unless it is desird to measure the thermal-induced apparent strain). Such a tempera-
ture-compensated strain gage is shown in Figtut 3.24, connectd into one arm of the WheatStone
bridge to measure mechanically-induced strain only. Fixed precision resistors occupy the retin-
ing unloaded or dummy arms of the bridge, and are usually located in the signal conditioner.
However, the thermal expansion coefficient for typical aerospace structures is almost never con-
stan~ as illustrated in Figure 3.25 for 2024 aluminum. Thus complete compensation is unlikely.
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Figure 3.24. Temperature-Compensated Strain Gage, Which Uses the Same Thermal Expansion
Coefficient as the Structure, Connected into One Arm of a Wheatstone Bridge Cir-
cuit (Courtesy Measurements Grp).

ml 1 1 1 1 1 1 1 1 I 4
-Jw -200 -loo 0 100 no 300 00 5J9

T.mp.ratur.,  “F

Figure 3.25. Average Thermal Expansion Coefficient (from 68 deg F to Final Temperature) for
2024-T4 Aluminum (Courtesy Measurement Grp).
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Fortunately, materials commonly used for strain gages have two tempemuredependent parameters
(i.e., the temperature coefllcient of resistance or resistivity ad the thermal expansion coefficient),
that can be adjusted to pmvi& temperature compensation. Figure 3.26 shows the amount of com-
pensation achievable with three typical strain gage metallic materials [3. 15- 3.21]. The gage fac-
tor, which affects all frequencies, is also temperature sensitive, as shown in F@e 3.27 for metall-
ic materials.
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Figure 3,26. Typical Temperature-Induced Apparent Strain for Three Commonly-Used Strain
Gage Metal Alloys [3.15 - 3.21].
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Figure 3,27. Typical Temperature-Induced Gage Factor Variation for Three Commonly-Used
Strain Gage Metal Alloys [3.15 - 3.21].
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If the tuwunt of compensation is inadequate, even with a temperature-compensated strain gage,
other techniques are possible, A second strain gage, with nearly identical properties to the fret,
may be mounted in a mechanically-unhded region of the structure (e.g., an appendage) but close
enough to the f~st gage to be exposed to the same temperature. If the second gage is connectd
into the Wheatstone bridge in an arm adjacent to that of the fwst gage, as shown in Figure 3.28,
additional temperature compensation can be obtained since the resistance change is the same in both
arms [3, 15- 3,21]. This use of the Whetstone bridge is referred to as a compensating bridge cir-
cui~ The combined use of positive and negative silicon gages provides an additional advantage. A
p-type and an n-type gage maybe mounted beside each other on the structure and thus be exposed
to the same mechanical loading and temperature. connecting a p-type gage into one arm, and a
properly-matched n-type into an adjacent arm, the Wheatstonc bridge output can be nearly doubled
while simultaneous y providing temperature compensation, as indicated in Section 3.2,1.2,,
Temperature compensation, when all four arms of the Whcatstone bridge are active or mechanically
loaded, is discussed in Section 3,2.6.2.

Temperature compensation for a stmin gage mounted on an isotropy material, such as a multi-lay-
ercxl composite with adjacent layers running in different directions, is nearly impossible because
the thermal expansion coefficient is nonuniform.

The thermal response of strain gages can seriously interfere with the measurement of static or very
low frequency dynamic loads unless considerable cam is taken [3.59]. However, if strain data are
needed only at higher frequencies, it is common practice to use highpass faltering to avoid most
residual thermal response problems. Under special circumstances, strain gages have been known
to be the cause of higher frequency thermal-induced dynamic strain. When the strain of cxyogenic
propellant tanks has been measured, with the gage directly exposed to the electrically nonconduct-
ing liquid, gas bubble formation has been observed at the gage due to power dissipation, Rapid
temperature changes result when the insulating bubbles break loose from the surface, causing a
higher fkequency gage output A protective coating, lower applied voltage, or a higher gage resis-
tance can be used to avoid bubble formation.

RL

I

R,

Figure 3.28. Compensating Bridge Circuit, Comprised of Two Strain Gages Connected in
Adjacent Arms with One Gage Exposed to Static ancl/or Dynamic Strain and Both
Exposal to the Same Temperature [3,15 - 3.21].
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Lastly, it is recommended that all transducers and their methods of attachments be calibrawi at
applicable temperature(s) to determine or wcermin transducer sensitivity, zero SW and other mea-
surement parameters unless available data indicates that these pmxmtions are ~w.

3.2.4.2 ~. Transducers which are sensitive to temperature differences are usually
susceptible to tmnsient temperatures (or thermal shock), with the effect usually observed below 5
Hz. Figure 3.29 shows the output time history of 8 typical PE accelerometer, initially at 82 deg F,
to sudden immersion in ice water [3.5]. Note that the dominant response occurred below 0.3 Hz,
Two potential causes of transducer response to transient temperamre are (a) non-uniform stress
applied to the sensing element(s), caused by differential thermal expansion or contraction, and (b)
sensing material response to temperature change, in PE transducers called the pyroelectric effect.
The magnitu& of the response is determined by the input temperature time history, the design of
the transducer, and the material used for the sensing element.

Heat sinks are sometimes used in the path of heat tmnsmission to minimize the effects of tempera-
ture change. In addition, other temperature control methods are described in Sehon 3.2,4.1. .
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Figure 3.29. Typical Accelerometer Output After Sudden Immersion in Ice Water [3.5].

3.2.4.3 -g. Atmospheric pressure variations can have a substantial influence on micro-
phone paformance.  Figure 3.30 shows the effects of (a) low pressure (relative to sea level condi-
tions) on the frequency response of two types of condenser microphones, and (b) high and low
static pressure on low and mid fi-equency transducer sensitivity [3.3s], The cause of these effects
is the air inside the microphone cavity. Even though the cavity is vented to the outside, air in-
creases both the stiffness and apparent mass of die diaphragm (at different rates) over the fre-
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quency range, and the damping at the fundamenwl  resonance. Some piezoelectric microphones
may also be susceptible to low static pressure, but for a different nmson. During manufacture, the
diaphragm is pulled over the sensing element by a hard vacuum applied to the inside of the micro-
phone, which is then hermetically sealed A low external static pressure can permit the diaphragm
to separate from the sensing element under aeroamustic loading, causing the diaphragm to respond
nonlinearly and making the transducer useless.

A microphone used during the vertical ascent of a space vehicle will have a reduced sensitivity with
altitude and thus with time. If the microphone is simtdtantxmsly subjected to structural vibration,
the microphone output will be increasingly a function of vibration respon.w rather than the acoustic
loading, as discussed in Section 3.2.4.8. Some relief can be achievcxl by using the vibration can-
celing microphone described in Section 3.2.7.3. In general, accelerometers are not sensitive to
atmospheric pressure.
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Figure 3.30. Static Pressure Effects on the Frequency Response and the Sensitivity at 2S0 Hz
(Normalized to the Sensitivity at Standard Atmospheric Pressure) for Two Conden-
ser Microphones (Courtesy Bruel & Kjaer) [3.23].
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3.2.4.4-. Because of its effects on charge leakage, high humidity can seriously degrade
the tm.nsducer sensitivity and increase the background noise of condenser microphones that use an
air gap for a dielectric. However, microphone manufacturers usually provide coupkxl preampli-
fiers with heaters to prevent moisture, or recommend limited outdoor exposure and microphone
storage with desiccants between usage. Nearly all piezoelectric and piezoresistive transducers are
sealed against moisture. However, those piezoelectric transducers with high output impedance
may be affected by moisture penetration at the cable connector during high humidity conditions,
requiring connector encapsulation with a chemically-compatible elastomer, as shown in Figure
3.31. Strain gages are also degraded by high humidity or by conducting liquids that reduce the
electrical resistance between the gage and the structure or within the gage itself [3.16- 3.21],
Thus, a leak-proof barrier is required for these conditions, as illustrated in Figure 3,32. To avoid
sealing in moisture, the barrier should be installed under low humidity conditions, or with the
structwe heated in the vicinity of the gage.

I 1 /

Figure 3.31. Connector Encapsulation by a Sealant to Prevent Moisture Penetration [3.6].

Figure 3.32. Multiple Layer Sealing of a Strain Gage to Prevent Liquid and Moisture Penetration
[3.18].

3.2.4.5 ~. Static and/or dynamic measurements maybe severely compromised by a cor-
rosive environment that could attack transducer materials. Corrosive agents include water, salt
water, hydraulic fluids, hydrazine, nitrogen tetroxide, and engine exhaust gases. Two methods of
possible corrosion prevention are (a) the selection of corrosion-resistant transducer materials, or
(b) the protection of transducers with corrosion-resistant coatings. In the latter case, the effects of
the coating on transducer performance should be established. If the materials of commercial tmns-
ducers or available coatings are not suitable, then it may be necessary to order transducers with
special materials. Such an order should be placed with the manufacturer well before the intended
usage to allow adequate kd time for the manufacturing process and pre-usage testing.
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3.2.4,6 ~, Contamination composed of dust or small solid particles, and sometimes
water droplets, is generally not a problem for sealed accelerometers, but maybe for microphones if
the particles are borne by the wind or aerodynamic flow. For acoustic noise measurements over
extended periods, fine particles can be trapped between the diaphragm and the protective cap of a
microphone, or clog the vent of a condenser microphone. Aerodynamic noise must be measured
without a protective cap to avoid disturbing the flow. Small particles often cause such transducers
to fail due to impact during flight and wind tunnel testing. Microphones on forward-facing surfaces
are more vulnerable than others to particle-inductx.i failure. Thus, it is not uncommon to double the
number of microphones at critical lccations for a comprehensive wind tunnel test progr~ in each
case using one as the primary transducer and the other (adjacent to the primary) for backup, to be
usd in case the primary is damaged If the primary microphone fails, the backup is cabled into the
remainder of the data acquisition system at the earliest opportunity, usually before the next test run.
This technique reduces the time between test runs without losing critical data, but leads to a higher
initial cost of transducers and their installation and checkout

3.2.4.7 Wctro-tic.  Vm~. . . , . Transducers may also be exposed to
other possible deleterious environments, including electromagnetic (usually radio fkequency or RF)
and nuclear radiation, and strong magnetic and electric fields. For example, pyrotechnic detonation
is usually accompanicxi  by a pulse of electromagnetic radiation, as described in Appendix A. The
design and materials of the transducer determines its susceptibility. Some pressure transducers are
known to be sensitive to sunshine, other bright light sources, and rocket engine plumes. The di-
aphragms of some very small pressure transducers are so thin that they are almost transparent.
Exposure to direct sunlight can cause a response of the piez.oresistive sensing elements on the back
side of the diaphragm. In these cases, diaphragms have been lightly spray-painted to make them
more opaque and thus less light-sensitive but with a slight decrease in their resonance frequencies
[3.60]. For strain gages, the bonding materials used for mounting the gage to the structure maybe
affected by radiation. Stray electric and magnetic fields may have substantial effects on the entire
data acquisition system, especially those with long cable runs, as discussed in Section 3.3.5. An
accelerometer (especially piezoelectric) may need to he mounted to the structure using an insulated
or isolated stud or washer, as described in Section 3.2.6.6. However, even carefully designed and
installed isolation may affect the maximum frequency limit of the accelerometer.

TO ascertain the need for protecting a transducer, measurements maybe required to determine the
characteristics of the various radiation environments. Then manufacturers’ catalogs and specifica-
tion sheets should be reviewed to determine the effects. In addition, current and previous users of
identical or similar transducers subjected to similar expow.ue should be contacted. If the environ-
mental effects are excessive, manufacturers should be contacted concerning the availability of resis-
tant techniques, or models not listed in the catalog. Adequate lead time in purchasing these models
will probably be required to avoid delays.
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3.2.4.8 ~. Accelerometers are generally insensitive to direct aeroacoustic
excitation because of the noise reduction provided by their sealed cases, unless the case is used to
preload the sensing element. Similar to transverse sensitivity discussed in Section 3.2.3.5, ac-
celerometers and force transducers may be sensitive to the static and/or dynamic lxmding that ac-
companies the transverse deformation and/or motion of the structure, e.g., as shown in Figure
3.33 for an accelerometer. Structural bending at the attachment of an aaxlemmeter or fome trans-
ducer will induce strain throughout the transducer, especially if the transducer has a large attach-
ment area. Good accelerometer or force transducer&sign can substantially reduce the transfer of
strain to the sensing elemen~ and/or preclude an electrical output from the sensing element under
the transferred strain. For an accelerometer, this effect is called base strain. To standardize the
evaluation of base strain sensitivity, ANSI has specified that the accelerometer be mounted near the
root of a cantilever beam whose resonance frequency Ls approximately 5 Hz. When the beam is
excited, the accelerometer output must be determined when the maximum instantaneous beam
bending strain is 250 w (equivalent to a minimum radius of curvature of 1(P in.) [3.61]. How-
ever, this value should be used with caution because base strain sensitivity is likely to be nonlinear.
In addition, an isolated stud or washer or cemented accelerometer pad can significantly attenuate
the bending transfer bemwxn the structure and the accelerometer base, as well as provide electrical
isolation. However, the maximum
Section 3.2,3.1.

frequency limit may be affected, as previously mentioned in
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Figure 3.33. Structure-Accelerometer Interaction Which Causes Structural Stiffening and Accel-
erometer Base Strain [3.5].

An accelerometer or force transducer with a large and stiff base can appreciably stiffen the structure
under the transducer, especially when installed on thin- shnned aerospace structure at mid and high
frequencies, causing structural mode shapes to be modified in the vicinity of the accelerometer or
force transducer, thus likely to change the measured iorce or motion. An isolated stud or washer
can significant.ly attenuate the base-induced stiffnefi appli~d to the structure, as well as provide
electrical isolation. The maximum ilequency iimit may be affected, as previously mentioned in
Section 3.2.3.1.
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Even when base bending does not occur, an in-plane structural stress concentration at the ac-
celerometer location have been shown to cause an emoneous accelerometer output [3,62].

Unless they are mechanically isolated, pressure transducers may be susceptible to direct structural
excitation because they exhibit the SDF responses of Section 3.2.2, with the electrical output pro-
portional to (a) the absolute displacement response under force (or pressure) excitation, or (b) the
relative displacement response under base acceleration excitation. For the useful frequency range
described in Section 3.2.3.2, the double ordinate of Figure 3.4 can be used to calculate the electri-
cal output V~~ of the pressure transducer fmm structural excitation (assuming the transducer is rigid
and rigidly mounted to the structure):

(3,3)

where pd and td are the mass density and thickness of the sensing diaphragm or plate, respectively,
(V#p,) is the aeroacoustic ,wnsitivity of the transducer (i.e., Vw is the electrical output due to the
applied pressure magnitude p~), Us is the structural acceleration at the transducer location, and g is
the gravitational constant. Thus, a pressure transducer with a less dense or thinner diaphragm will
be less sensitive to structural excitation for a given aeroacoustic sensitivity. For pressure transduc-
ers subjected directly to severe structural excitation, consideration should be given to using a vi-
bration-compensated pressure transducer, shown in Figure 3.34, to measure low-to-moderate
aeroacoustic levels.

3.2.5 Phvsical ProDerti~. The transducer physical properties of concern w their size, weight
and stiffness,

3.2.5.1 ~, In ‘most cases, a small transducer is beneficial in minimizing its effects on the po-
tential disturbance of the dynamic environment or the dynamic response of the structure. For ex-
ample, an accelerometer with a small base has less influence on structural modal responses, espe-
cially at mid and high frequencies, as discussed in Section 3.2.4.8. A small pressure transducer
produces less potential disturbance of an external or internal acoustic field at high frequencies, and
less chance of pressure cancellation over the surface of the diaphragm for both acoustic and aero-
dynamic noise measurements, as discussed in Section 3.2.3.5. Actually, in most cases, smaller
diameter presswe transducers provide more accurate measurements of aerodynamic noise over the
entire spectrum, not just at high frequencies as might be expectcxl, under conditions of normal
boundary layer turbulence [3.54]. However, small transducers are usually less sensitive, which
may cause a compromise with size except under a high magnitude load or environment, as dis-
cussed in Section 3.2.3.1.
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Cross-Section of a Vibration-Compensated Piezoelectric Microphone
PCB) [3.11].

(Courtesy

The size of a strain gage should be dependent on the specific measurement objective. For some
measurements, the objective is the determination of the maximum strain in a local region (called a
stress concentration). Here the gage should be as small as possible to avoid averaging over strain
gradients that usually exist in the vicinity of the maximum strain, as illustrated in Figure 3.35
[3. 15]. For other measurements, the objective is to determine the average strain over a local re-
gion, so the preferred gage is much larger to minimize the effects of any 10CZLI stress concentra-
tions. For strain measurements at very high frequencies, such as those generated by pyroshock,
small strain gages may be required to avoid problems associated with spatial strain averaging over
the gage length, as described in Section 3,2.3.2.

3.2.5.2 -. For most accelerometers and pressure transducers, size and weight are roughly
proportional, so the discussion of Section 3.2.5.1 on size also applies to weight. The m~~s of
even a lightweight accelerometer, or a mounting bracket between the accelerometer and the struc-
ture, can have an appreciable effect on the measured environment, natural frequencies, and mode
shapes of a lightweight structure, such as an electronic assembly or a small electromechanical de-
vice. However, the unloaded dynamic environment at the mounting point can be calculated fmm
the measured (or accelerometer-loaded) dynamic environment using the well-known impedance
ratio [3,63, 3.64] given by
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Figure 3.35, Large and Small Strain Gages Measuring Spatial-Average Strains over Their Grid
Areas [3.15].

~z(n = Zl(f) + Zz’(f)
Zl(f) + Zz’’(fj

(3,4)

where 21(f) and Zz”(f) are the mechanical (driving point) impedance of the structure and the ac-
celerometer, respectively, at the accelerometer mounting point, and Zz” (f) = O for the assumption
of no accelerometer. The mechanical impedance of the structure must be measured ~ m, i.e., as
the structure is normally installed [3.65]. For frequencies suftlciently below the resonance fre-
quency of the accelerometer, Z2’(f) = j2rcmaf, where ma is the mass of the accelerometer. For pe-
riodic, random and transient signals, the dynamic environment for the unloaded structure is

PX” (f)= lRZ(t>! PX’(~ (3.5)

Gxx” (f)= lRZ(f’)lz GXX’ (f) (3.6)

F,’’(i) = RZ(f) FX’(~ (3.7)
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where PX(f), GXX(f), and FX(f) are the periodic line spectrum, random autospectral density, and
transient Fourier spectrum of Sections 5.4.2, 5.4.3 and 5.5.1, respectively, and the prime and
double prime superscripts denote the measurd and unloaded dynamic environments, respectively.
However, when so much instrumentation is added that the instrumentation weight is no longer a
negligible percentage of the total structural weight, then a finite element analysis of the system,
with and without the instrumentation, must be performed to determine the effects of instrumenta-
tion weight on structural response. Large cable bundles often affect structural weight and damp-
ing. Separating the individual cables often reduces the damping.

3.2.5.3 ~. The stiffness, mass (and sometimes damping) of a force transducer can have
an appreciable effect on the measured dynamic force. However, the true dynamic force that would
have been obtained by an infinitely-stiff massless transducer at the same measurement location can
be calculated from the measured dynamic force using another impedance ratio [3.66], i.e.,

RF(Os [ZI(O + jz~mlfl-l + [Z2(0 + jzxm2f’1-1 + [(k/(j27cf)) + C]-l (3.8)
2;1(0 + d(f)

where Z~l (f) and Z$2(f) are the mechanical (driving point) impedance of the structure on each side
of the force transducer, respective y, ml and m2 axe the mass of the transducer on each side of the
fome sensing element(s), and k and c are the stiffness and damping coefficient of the sensing ele-
ment(s). Utilization of Equation (3.8) requires that the maximum frequency be limited to satisfy
the conditions that (a) the masses ml and m2 are essentially rigid, and (b) the stiffness k and
damping c of the sensing element(s) can be represented by a massless linear spring-viscous darnper
combination. These conditions are easily satisfied if the maximum frequency limit does not signif-
icantly exceed the mass-spring-mass resonance of the force transducer given by

(3.9)

The mechanical impedance of the structure must be measured ~ ~, i.e., as the structure is nor-
mally installed [3.65]. For periodic, random and transient signals, the true dynamic force at the
measurement location is therefore

P~’’(f) = lRp(f)lP~’(f) (3.10)

Gin’’(f) = lR,(f)12 Gm’ (f) (3.11)

F~’’(f) = R~(f)F~’(f) (3.12)
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where PF(fj, GFF(f’), and FF(f) are the periodic line spectrum, random autospectral density, and
transient Fourier spectrum of Sections 5.4.2, 5.4.3 and 5.5.1, respectively, and the prime and
double prime superscripts denote the measured and true dynamic force, respectively. However,
when more than one compliant force transducer is used, a finite element analysis of the system,
with and without force transducers, must be performed to determine the effects of the transducers
on structural response.

3.2.6 Motion wuceN The most widely used motion tmmlucers for dynamic data acquisition.
are accelerometers, although velocity pickups and laser vibrometers are also sometimes employed.

3.2.6.1 ~. An accelerometer is a transducer that senses the instantaneous mechani-
cal or structural acceleration applied to its base and alone or with other electrical components, gen-
erates an instantaneous electrical signal related to the applied motion. Four types of accelerometers
are commord y used for static and/or dynamic data acquisition in aerospace applications: (1) piezo-
electric, (2) piezoresistive, (3) variable capacitance, and (4) servo [3.67]. Their characteristics and
installation are summarized in the following sections, All accelerometers exhibit the SDF re-
sponses described in Section 3.2.2.

The useful frequency range for accelerometers is discussed in Section 3.2.3.2. If the accelerome-
ter selected has low damping, e.g., ~ <0.1, care must be taken to ensure that the transducer reso-
nance is not sufficiently excited (even though the resonance frequency is significantly above the
maximum frequency limit) to (a) cause the sensing element to fail or the transducer to respond
nonlinearly (e.g., hard bottom), and/or (b) generate an excessive electrical output that could cause
the following signal conditioner to respond nonlinear y, such as amplifier saturation. Nonlinear
response not only affects signal fidelity at resonance, but also throughout the spectrum as well.
Thus, the resulting data is likely to be worthless. However, if the transducer responds linearly
while providing an excessive resonant output, then a lowpass filter may be used between the trans-
ducer and signal conditioner to attenuate the output. Such filters are described in Section 3.3.3.
An important example is pyroshock measurement, discussed in Appendix A.

3.2.6.1.1 ~ ACC~. PE accelerometers are transducers that use the PE crys-
tal(s) or ceramic(s), described in Section 3.2.1.1, as the spring between a base and mass (idealized
by the SDF system of Section 3.2.2) to sense dynamic structural accelerations applied to the base.
When a dynamic fome or relative displacement is applied to the crystal(s) or ceramic(s), a charge is
instantaneously generated on the surface that is proportional to the force or displacement. PE ac-
celerometers have a wide range of measurement parameters and configurations designed for spe-
cific applications. Most PE accelerometers have very low damping (~ < 0.005) and, therefore, are
useful only to about 20% of their PE SDF resonance frequencies. In addition, the accelerometer
case or housing also has resonances that could cause an undesired signal at higher frequencies, but
they could be less than the SDF resonance.
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The minimum ~uency limit for a PE accelerometer is dependent on the characteristics of the sig-
nal conditioner that follows the sensing element(s). Specifically, if the signal conditioner is a volt-
age mode amplifier, shown in Figure 3.36, the low frequency cut~ff is determimi by the RC tjme
constant of the crystal or ceramic sensing element(s), amplifier and connecting cable, as discussed
in Sections 3,2.3.2 and 3,3.2.1. On the other hand, if the signal conditioner is a charge mode
amplifier, shown in Figure 3,37, the low frequency cut-off is determined by the feedback capaci-
tance and msiscance of the ampl~ler, discussed in Sections 32.3,2 and 3,3,2.2. A rnbtimum fM-
quency limit of 1 Hz is commonly obtained. In Figures 3.36 and 3.37, the resistance that shunts
across (or is parallel to) each capacitance is not shown. The maximum frequency limit usually
varies inversely with the sensitivity and size of the accelerometer, as described in Section 3.2.3.2.

The signal conditioner is either separate from or integral with the accelemneter. Integral voltage or
charge mode electronics may increase the size and weight of the accelerometer, but provide a low
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Figure 3,36. Circuit Diagram of a Piez.oelectric Tmnsducer and Voltage Amplifier.
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Figure 3.37. Cimuit Diagram of a Piezoeltxtric Tm.nsducer and Charge Amplifier.
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impedance output that may be used to drive long cables. The increased weight of integral ehxtron-
ics and the surrounding structure may be an important consideration for very small, lightweight
accclcrometers, as indicated in Section 3.2.5.2, but is usually unimportant for larger, heavier
transducers, The coupling between preamplifiers and cabling is described in Sections 3.3.2.4 and
3.3.5.  DC power is usually supplied to the integral electronics through the signal output cable, as
shown in Figure 3:38 [3.68]: Cument sensitive integral electronics should be supplied with the
manufacturers rated current. Otherwise, the themud performance may be degraded due to circuit
heating. Higher than rated currents may be required to drive high frequency signals through very
long cables. For certain integral electronic circuits, high currents may reduce transduwr sensitivity
and increase the background noise floor. Separate charge mode electronics require a special high
impedance, low noise coaxial cable fkom the accelerometer, although the cable may be long.
Further cable and signal conditioner details are described in Sections 3.3.5 and 3.3,2, respectively,
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Figure 3.38 Circuit Diagram of a Piezoelectric  Transducer with Integral Electronic Amplifier and
External Power Supply (Courtesy PCB) [3,68].

In one design of PE accelerometer, the tension/compression-polarized ceramic or crystal is me-.
chanically preloaded in compression by a stud and nut, as shown in Figure 3,39 [3.4, 3.6, 3.7,
3.10]. This design is called single-ended compression. When variable pressure is applied to the
wafer under dynamic excitation, a charge is generated on its surface that is proportional to the ap-

plied acceleration. This design is often susceptible to base strain and thermal transients, as de-
scribed in Sections 3.2.4.8, 3.2.4.1 and 3.2.4.2. Also, if the sensing element were prdoaded by
the top of the accelerometer case and used in a severe acoustic environmen~ the acoustically-in-
duced signal could be a l~ge or even dominant percentage of the total output, as described in
Section 3.2.4.8, It probably would be impossible to separate the acoustically-induced signal from
the desired acceleration. Other PE accelerometer designs have been developed to achieve a better
compromise among size, weight, minimizing base strain effects and maximizing cx resonance
frequencies. For example, the inverted compression accelerometer of Figure 3.40 is designed to
minimize base strain effects while compromising the other features such as size and weight [3.11],
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Figure 3.40

Cut-Away View of a Typical Single-Ended Compression Piezoelectric Accelero-
meter (Courtesy Bruel & Kjaer) [3.4, 3,6, 3,7],
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Cross-Section of a Typical Inverted Isolattxi Compression Accelerometer with
Integral Electronic Amplifier (Courtesy PCB) [3.11].

Several designs of shear PE accelerometers are available. One type, called a ring shear, consists of
a center post oriented in the intended direction of measurement, a concentric cylindrical shear-
polarized ceramic or crystal attached to the post, and a concentric cylindrical mass attached to the
outer surface of the sensing element, as shown in Figure 3.41 [3.4, 3.5, 3,10]. If the central pckt
is made hollow, as shown in Figure 3.42, a simple mounting method is provided by fastening
through the case into the structure [3.5]. Another type, called a plate shear, uses flat plate sensing
elements, as shown in Figures 3.43 and 3.44 [3,4, 3,5, 3,6, 3.7, 3.10, 3.11]. The plate shear ac-
celerometers shown include a pedestal between the base and the sensing elements. When exposed
to dynamic excitation in the intended direction, the ceramic or crystal is stressed in shear.
Transverse sensitivity is minimized by directional polarization. Some shear designs provide excel-
lent protection against base strain, thermal effects, and acoustic noise, and can be constructed
smaller and lighter. However, some ring shear designs have been found to be susceptible to base
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strain, with the magnitude dependent on accelerometer orientation, and base thickness and elastic
modulus [3.62]. The strain-induced signal can affect the acceleration-induced signal in magnitude
and phaw. Plate shear sensing elements Cm be used to reduce he rctaticmal sensitivity of ring
sensing elements.

The bimorph or beam bender uses a pa~ of tensiodcompmssion-poltized  sensing elements in a
single or double cantilever configuration, as ShOWrI in Figure 3.45 [3.@l, to measure translational
and/or rotational awelerations.
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Figure 3.41. Cut-Away View of a Typical Ring Shear Piezoelmric Accelerometer (Courtesy
Endevco)  [3.5].
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Figure 3.42. Cut-Away View of a Typical Miniature Ring Shear Piezoelectric Accelerometer with
a Center Mounting Hole (Courtesy Endcvco) [3.5].
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Figure 3.43. Cut-Away View of a Typical Plate Shear Piezoelectric Accelerometer (Courtesy
Bruel & Kjaer) [3.4, 3.6, 3.7].

Figure 3.44, Disassembled View of a Plate Shear Piezoelectric Accelerometer (Courtesy
Endevco) [3.5].

A qualitative, subjective comparison of the above PE accelerometer designs, futnished by acceler-
ometer manufacture, is presented in Table 3.1. Many manufacturers offer several of these de-
signs with or without integral electronics, which are discussed in Smtion 3.3.2 and described ear-
lier in this section.

For very small accelerometers, the weight of the connwtor and the stiff end of the cable may not be
a negligible percentage of the accelerometer weight. Most manufacturers offer a cable integrated
directly into the accelerometer base or case to tiuce this prcentagc. ‘Ihe integrated cable can be
much more easily damaged than the conventional connector and cable during accelerometer instal-
lation and removal, but can be much less susceptible to moiwurc penetration during high humidity
conditions, as mentioned in Section 3.2.4.4.

68



UM AND
ECTRONICS

G ELEMENT

Figure 3.45 Cross-Section of a Beam Bender Piezoelecrnc Accelerometer for Bi-directional
Measurements (Courtesy Kistler) [3.69].

Table 3.1. General Comparison of Piemelutric Accelerometer Designs.

Sensor Designs

Single-Ended Inverted Plate Ring Bimorph
Parameters Compression Compression Shear Shear Bender

Ruggdness “ B B B A D

Small Size c D c A B

Low cost B B c c A

Shape
Flexibility c c c B c

W i d e B B B A D
Bandwidth
Thermal
Transient c B A“ B c

Base Strain
Sensitivity D B B c B

A- Best; B- Good; C- Faiq D-Poor

This table shows relative ratings of the five generic designs found in most piezoelectric
accelerometers, There may be important exceptions. l%us, the accelerometer user should
treat this table as a pointer rather than a definitive selection guide.
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Under certain circumstances, translational (or linear) accelerometers may also be used to measure
rotational (or angular) dynamic excitation. Figure 3.46 shows a carefully matched pair of PE ac-
celerometm attached to abeam that is sufficiently rigid up to the desired maximum frequency limit
of the measurement [3.5]. When wired correctly, the output signal is the difference between the
individual accelerometer outputs. Careful calibration of the pair is required to avoid problems of
mismatching and transverse sensitivity.

mI
I ● b IJ

A

‘f b ~ L ,  - — -

Figure 3.46. Method of Measuring Rotational Acceleration with a Matched Pair of Translational
Accelerometers [3.5].

3.2.6.1.2 ~tive Ac~.

as shown in Figures 3.47 and 3.48, use
PR (or semiconductor strain gage) accelerometers, such
strain-sensitive materials descritxxl  in Section 3.2.1.2

[3.5]. Both accelerometers shown use mechanically-loaded or active gages for all four arms of the
Wheatstone bridge, with the two “tension” gages of Figure 3.48 located in Arms RI and R3 of
Figure 3.3, and the two “compression” gages located in Arms R2 and ~. This arrangement

Cantilever-Mass Piezoresistive Accelerometer Using Four Semiconductor Strain
Gages (Courtesy Endevco).

Figure 3.47.
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Figure 3.48. Twin Cantilever-Mass Piezoresistive Accelerometer Using Monolithic Semicon-
ductor Strain Gage Sensing Elements (Courtesy Endevco) [3.5].

quadruples the transducer sensitivity over a single gage in a single arm, as discussed in Section
3.2.3.1, and provides temperature compensation as long as all four gages are matched and exposd
to the same temperature simultaneously, as discussed in Section 3.2.4.1. PR accelerometers are
capable of zero !kxquency (i.e., DC) response, which is particularly important for transient mea-
surements when a significant static acceleration (i.e., velocity change) may add to the dynamic
acceleration. Unfortunately, DC shift may be encountered, The maximum frquency limit can
reach 150 M-Iz. The PR accelerometer is not self-generating and rquires a well-regulated power
source, but has the advantage of a low impedance output. The PR accelerometer is not capable of
as high a sensitivity as the PE transducer, but is usually smaller and lighter.

PR accelerometers can be gas or oil damped, so they can be used up to a higher percentage of their
resonance frequency, as described in Section 3.2.2. However, the damping may vary significantly
with temperature, as discussed in Section 3.2.4,1 and illustrated in F@re 3.21. If a low enough
tempemture is reach~ the liquid will freeze and the transducer will become inoperative.

PR accelerometers are usually supplied with a specified length of shielded cable. Long cables can
cause a reduction of accelerometer sensitivity because the resistance in long power supply cables to
the Whetstone bridge can reduce the voltage to the transducer, and resistance in long signal cables
from the bridge can reduce the voltage to the signal conditicm~.  In addition, all cables have capaci-
tance associated with them. If the cable is long, the combined capacitance and resistance becomes
a distributed lowpass filter that can attenuate the signal at higher frequencies.
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A simpk and accurate DC calibration can be paformcd on a PR accelerometer simply by inverting
it in the earth’s gravitational field However, insensitive transducers maybe calibrated over only a
small portion of their dynamic range using this methcd Very sensitive transducers may be cali-
brated below lg by rotation to different angles  relative to earth’s gravitational f~ld using a rotating
tilt tabk arxi an inclinometer.

3.2.6.1.3 ~
. Vc accclemmder& whose principle of operation

is described in !lcction 3.2.1.3, provide zero flcqucncy (i.e., DC) response, but arc limited to a
maximum frequency ofaboutlm l%cycan bcvayscnsitive  andaccumte, with high accelera-

tion over-range capacities. Integral electronics within the accelerometers can provide low
impedance Outputs to drive long cables with little interference. The Vc accclemmctcr was dcvel-

Oj)(!d for measuring low kvcl s@tiC and low frequency dynamic accclcratiu TO cX@ld b lim-
ited frequency range, gas or oil darnping can be incaporatcd, as described in section 3.2.2.
However, the damping may vary sigtilcantly with temperature, as discussed in Section 3.2.4.1
and illustrated in Figure 3.20. If a low enough tempcmtufc is reachcxL the liquid will ftceze and
the traducer will becom inoperative

3.2.6.1.4 ~.TIM servo-accelerometer is very sensitive and accurate, and has
a DC response, but it is relatively heavy and has a limited frequemy range (generally less than 2(M)
Hz). This range can be extended to higher frcqucncks (about 500 Hz), sometimes by simply
changing the value of an external resistor, at some sacriilce of transducer sensitivity. l%e servo-
accelerometer is used primarily for aerospace inertial guidance applications. It requires a very sta-
ble and accurate power supply to maintain its mass at its null position while the acceleration tcn&
to displace ig as described in Section 3.2.1.4. Magnitude limits extend from 10 pg to about 50 g.
Special temperature control is usually required. Closed-loop Suvo-accelerometers arc rccom-
mendai over open-loop designs because of their insensitivity to power supply voltage variations,
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i
P!CKOW MATK

(10?2)

- TMIN.FLN
LANos

&
MAONE?

‘t’ ~~ <
ASSEMUV

# ‘y- CON’W%ON9

/ ‘;;
MAONCT

MOOF  MAas Slmvo
Mwnto MLAom

Disassembled View of a Serv&Accelerometer (Courtesy SUndsmmd) [3.1].
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Figure 3.50. Circuit Diagram of a Sew&Accelerometer  (Courtesy Sundstrand) [3. 1].

nonlinearity, scale factor thermal shifts, and zero shift. A disassembled view and a block diagram
of a typical servo-accelerometer am shown in Figures 3.49 and 3.50 [3.1].

Servo-accelerometers are also being used for micro-gravity measurements. Such transducers
presently under development show promise for extremely sensitive applications, perhaps as low as
10 ng from DC to about 2 Hz, and weighing less than an ounce with dimensions less than an inch.
These devices also will be able to survive launch environments without mechanical constraints.

3.2.6.2 Velocitv T~. Velocity measurements may be made using either an electrody-
namics system (EDS) or a laser Doppler vibrometer (LDV).

3.2.6.2.1 Velocity Pie@. Velocity pickups, such as shown in Figure 3.51, are transducers that
use an electrodynamics system (EDS), described in Section 3,2.1.4, with a spring(s) rxmnecting a
base, which contains a magnet, to a mass, which is integral with the moving coil (idealized by the
SDF system of Section ,3.2.2), to sense dynamic structural velocities applied to the base.
Sometimes a damper is incorporated into the pickup, as shown in Figure 3.51.
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Figure 3.51. Cut-Away View of a Velocity Pickup (Courtesy IMO).

The useful frequency range for velocity pickups is discussed in Section 3.2.3.2. If the pickup se-
lected has low damping, e.g., ~ c 0.1, care must be taken to ensure that the transducer resonance
is not sufficiently excited (even though the resonance frequency is significantly below the mini-
mum frequency limit) to (a) cause the transducer to respond nonlinearly, especially hard bottom,
and/or (b) generate an excessive electrical output that could cause the following signal conditioner
to respond nonlinearly, such as amplifier saturation. Nonlinear response not only affects signal
fidelity at resonance, but also throughout the spectrum as well, Thus, the resulting data are likely to
be worthless. However, if the transducer responds linearly while providing an excessive resonant
output, then a highpass filter may be used between the transducer and signal conditioner to attenu-
ate the output. Such filters are described in Section 3.3.3.

3.2.6.2.2 r VI~. The LDV is a non-contact system that measures the
Doppler shift of a laser beam Rflected from a target on a moving or vibrating surface. The output is
proportional to the instantaneous velocity of the target in the direction of the -as described in
Section 3.2.1.5. The system must have a fixed (or non-moving) reference, which generally re-
stricts it to laboratory tests, where a fixed foundation can be obtained. For a normal-incident laser
beam, the instantaneous Doppler shift AfD(t) is

2 x(t)Af~(t) = ~
t

(3.12)
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where x(t) is the instantaneous target velocity, and Lt is the light wavelength ( L( = 633 nm for

the popular He-Ne laser). One such system is illustrated in Figure 3.52, where the dynamic veloc-
ity can range from 1 ~ to 10m@ (40 ~ to 400in./sec) with a ffequency range from 1 Hz to 500
ld% [3.27, 3.28]. Measurements maybe made at distances ranging from 10cm to 0.5 m (4 to 20
in.) from the target. Since the system has an analog output that is a linear function of the instantan-
eous target velocity, the integral of the output yields target displacement while the derivative
yields ‘tiget acceleration. The acceleration range is shown in Figure 3.53. A variety of similar
systems have been developed to cover either higher [3.24- 3.26] or lower [3,29] velocities or fiv-
quencies.

The LDV appears advantageous for measuring dynamic motion transverse to the structural surface
when the acceleration magnitude kreases approximately propordonal  to frequency, such as pyre-
shock described in Appendix A.

There me three types of technical considerations associated with LDV measurements: (1) installa-
tion, (2) calibration, and (3) instrumentation noise. There can be various installation problems,
including the positioning of the LDV relative to the location of the desired targe~ and optical align-
ment. Although the electronics can be absolutely calibrated, the optics usually cannot. Thus the
calibration is generally restricted to the range of the accelerometer UWXI as the transfer standard
transducer identified in Section 3.8.1.1, which is usually only a small portion of the LDV magni-
tude and frequency range.
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Figure 3.52. Schematic Diagram of a Laser Doppler Vibrometer (Courtesy Polytec).
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Figure 3.53. Useful Operating Range for a Laser Doppler Vibrometer [3.28].

There are several categories of potential LDV noise sources. Motion of the fixed reference or of
fiber optic cables (if used) can cause spurious noise. Structuml in-plane or rotational motion of the
target can cause noise if the topography of the target surface is not flat with respect to the wave-
length of the laser beam over the total motion to be measured. Because the LDV measurement
technique is based upon coherent light scattering, non-uniform topography can cause spurious or
complete loss of reflectivity. Complete reflectivity loss will cause signal drop-ou~ described in
Stxtion 4.3.6 and illustrated in F@re 4.10 (b). It is recommended that the target surface be SWI-
ciently polishtxi to avoid back-scatted light intensity variations with target topography and W.
tion. Attaching comer cube reflectors is not recommended, while retmreflective tape may be ac-
ceptable for low magnitude vibration or shock applications. The foregoing problems are further
diSCUSSCd in [3.27, 3.28].
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3.2.6.3 ~
. . The method of mounting or attaching an accelerometer or

velocity pickup to a structure is highly dependent on the intended direction and frequency range,
the anticipated magnitude of the static and/or dynamic load or environment, the size of the trans-
ducer, climatic environmental effects, mechanical restrictions, and certain load-cmying capacities
of the structure at the measurement location [3.4- 3.7, 3.41, 3.70- 3.72]. It is recommended that
the transducer be fastened directly to the structure by bolt(s) or stud(s) when high magnitudes
MOT frequencies am expxtd. When attaching a pimmlectic accekmmeter with a bolt or studj a
deep socket with a groove cut into its side to provide clearance for a side connector, if required, is
recommended. A torque wrench should be used to obtain the transducer manufacturex’s recom-
mended installation torque. It is critical that both mounting surfaces be flat and smooth, and the
mounting hole be normal to the surfaces in accordance with the manufacturer’s criteria. A very
thin layer of oil or grease between the surfaces is recommend for high frequency measurements.

The ideal location for measuring in-plane motion is at an edge or 90’ bend of the structure, if (a)
the edge or bend is close to the intended measurement location, (b) the edge or bend is normal to
the intended in-plane direction, (c) the edge or bend is thick enough to enable a bolt or stud to be
installtxi,  and (e) there is sufficient room for the transducer and mounting tools. If these four
conditions are not all satisfied, then a mounting block will be required to obtain the intended in-
plane measurements. The conventional cube mounting block permits one, two or three orthogonal
transducers to be attached, and in turn is attached to one side of the structure. However, if
dynamic structural bending accompanies the in-plane motion, as often wurs in practice, mounting
block rotation (or rocking) may be caused by the bending motion, resulting in increased in-plane
motion at the in-plane transducer location, as described in Appendix A. This in-plane component
can cause errors in excess of 100% when compared to the true in-plane motion of the structure,
particularly at higher frequencies. Three techniques have been developed to avoid this situation
[3.41, 3.73]: (1) the dual mounting block, composed of identical blocks and in-plane transducers
on opposite sides of the structure, (2) the wedge or rnangular mounting block, and (3) the ex-
tended cube (really a rectangular prism, not a cube). The fwst two techniques are described in
Appendix A. The third technique, shown in Figure 3.54, requires a larger mounting block com-
pared to the conventional cube. Unfortunately, all thnx techniques require twice as many matched
transducers to measure true in-plane motions, using instantaneous signal sums or differences to
electrically determine the in-plane components. Fortunate] y, the second technique can also be used
to electrically determine the transverse component, whereas the first and third techniques can also
be used to electrically determine mounting block rotations [3.41, 3.73]. In all cases, mounting
blocks increase the weight and stiffen the structure locally, but substantially reduce the effects of
base bending strains on the transducers, as discussed in Section 3.2.4.8.

When electrical isolation or insulation is required between an accelerometer and the structure to
al,~id ground  loops, as discuss~  in Section ‘3.3.5.3, ~ insuiat~  or isolated mounting stud Or

washer should be used. This may cause a reduction of the maximum frequency limit, as most
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Figure 3.54. Extended Cube Mounting Block of Matched Accelerometers for Measuring h-Plane
Motion and BendingInduced Rotations [3,41].

commercially-available accelerometer isolated studs have a 30 kHz or more mounttxi resonance,
which limits data accuracy at and above those frequencies. Isolated studs cause less stiffening of
the structure by the accelerometer, as described in Sections 3.2.4 .1,3.2.4.7 and 3.2.4.8.

In many cases, mounting holes will not be permitted in the structure because of insufllcient struc-
tural thickness, structural integrity (i.e., strength) or criticality considerations. A variety of adhe-
sives must be considered, including cyanoacrylate,  epoxy and high strength dental cements [3.5 -
3,7,3.70- 3.72]. Generally, matching surfaces must be cleaned with a hydrocarbon solven~ such
as acetone, prior to applying the adhesive, keeping the solvent away from the cables and connw-
tors. The cements are generally moisture-resistant and strong, especially when applied in a thin
layer, but are not recommended for long-term use under high humidity, or for pyroshock applica-
tion as discussed in Appendix A. When the transducer is installed, the transducer should be
quickly pressed into the adhesive to achieve a thin adhesive layer. me resulting excess adhesive
surrounding the transducer should then be removed to avoid providing a weak compliant bond at
the transducer perimeter in case the bond under the traducer fails. Thus, the failed bond can be
immediately observed and any resulting data discarded [3.41 ], Most cements must be cured, with
the curing time prior to use highly dependent on the cement composition, thickness and tempera-
ture. Each cement has its useful temperamre and humidity ranges. Dental cement is popular for
contoured structural surfaces, although the bond strength and maximum frequency may be limited.
Also, a small mounting block can have one surface contoured to match the structural surface, and
the opposite surface flat to permit bolting of the tmnsducer. Often, narrow deep V-grooves are cut
into the mounting block on the contoured-surface side to increase the integrity of the bond. Many
cements are good electrical isolators, and may be usd fox avoiding ground loops. After usage,
most accelerometer bonds are easily broken in shear (usually by twisting the accelerometer with a
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wrench), though it may sometimes be difficult or impossible to remove cement-mounted accelero-
meters without damage or failure. Some manufacturers have recommended procedures for their
removal. Once removed, the structural and transducer surfaces may be difficult to clean, although
a solvent may work best. Sometimes thin plastic tape is used between the transducer and structure
to minimize this problem. Some manufactunxs make cement-on pads to which awelerometers  may
be bolted, When these are used, the final orientation of a side comector must be considered before
the pad is cemented in place.

Other techniques, such as double-backed tape, beeswax and magnets are much easier to apply, but
are limited to low and mid frequencies and/or much lower accelerations. The thin application of
adhesive in double-backed tape or beeswax is preferred to achieve the highest possible frequency
limit. Obviously, magnets can be used only when the structure is magnetic. The intervening mag-
net can be bolted to the tmnsducer, or held by magnetic force if applicable. The additional weight
of the magnet maybe a substantial percentage of the transducer weight. A hand-held probe maybe
used, but is restricted to qualitative measurements at low and mid frequencies and low accelerations
(below 1 g). Except for occasional survey purposes, its use is not recommended.

The effects of various laboratory mounting techniques on the frequency response of a piezoelectric
accelerometer having a mounted resonance frequency of about 30 M-k is illustrated in Figure 3.55,
based on data from one manufacturer [3,6, 3.70, 3.71]. The recommended maximum temperature
is also shown when applicable. In special circumstances, such as the measurement of high inten-
sity pyroshock, a combination of a mounting stud and adhesive is recommended, as discussed in
Appendix A.

It is usually desirable to check the adequacy of the adhesive bond, as well as the installation of
transducer cable connectors, prior to their use under actual dynamic loading. Traditionally this is
performed  by a tap test, i.e., impacting the structure or mounting block near the transducer in
rough simulation of the dynamic environmen~ Unfortunately, large variability has been observed
with this method. A tool has been suggested to avoid this variability, composed of a modified
spring-loaded center punch plus an adapter for transferring the center punch dynamic load to the
structure and/or mounting block in close proximity to the transducer(s) [3.41]. The built-in spring
is designed to provide a repeatable dynamic environment. A softer or harder spring maybe used to
achieve a lesser or greater environment, respectively. Readout from the signal conditioner can be
used to check the adequacy of the adhesive bond, cable connector and even the signal conditioner
gain setting.

It is usually prudent to take enough photogra~hs to verify the location and orientation of the trans-
ducers.
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3.2.7 ~. A pressure transducer used for aerospace applications senses the
motion of a circular diaphragm that deforms under instantaneous pressure @ alone or with other
electrical components, generates an instantaneous electrical signal related to the applied pressure.
Four typCS of pressm  transduce ~ canmcmly used for static and/cw dynamic data acquisition in
aerospace applications: (1) metallic strain gage pressure transducers, (2) piezoresistive  pressure
transducers, (3) piezoelectric microphones, and (4) condenser (or electrostatic) microphones, in-
cluding the elcare~ Strain gage and PR pressure transducers are both capable of measuring static
pressures. However, there may be high sensitivity to temperatm changes in the response below 5
Hz, as discussed in Section 3.2.4.1. Ln addition, some pressure transducers are susceptible to
fkezing. All prCSS~ transduce USC the SDF design feature described in Section 3.2.2.

The useful frequency range for pressure transducers is discussed in Section 3.2.3.2. If the trans-
ducer selected has low damping, e.g., ~ e 0.1, care must be taken to ensure that the transducer
resonance is not sufficiently excited (even though the resonance frequency is significantly above
the maximum frequency limit) to (a) cause the transducer to respond nonlinearly, especially hard
bottom and/or (b) generate an excessive electrical output that could cause the following signal
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Figure 3.56. Cross-Section of a Pressure Gage Using Diaphragm/Beam-Loaded Metallic Strain
Gages (Courtesy IMO).
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conditioner to respond nonlinearly, such as amplifier saturation. Nonlinear response not only af-
fects signal fidelity at resonance, but also throughout the spectrum as well. Thus, the resulting
data are likely to be worthless. However, if the transducer responds linearly while providing an
excessive resonant output, then a lowpass filter may be used between the transducer and signal
conditioner to attenuate the output. Such filters are described in Section 3.3.3.

3.2.7.1 ~. Fairly large and rugged pressure transducers
called pressure gages, such as shown in Figure 3.56, utilize metallic strain gages or PR sensing
elements in a Wheatstone bridge arrangement, described in Section 3.2.1.2, often with lower
sensitivities to measure high-magnitude static and dynamic pressures [3.74]. The maximum fre-
quency limit can be over 15 kHz, with the limit varying inversely with the sensitivity and size of
the gage.

3.2.7.2 ~ve PreWe Tr~. Very small pressure transducers, such as shown in
Figure 3.57, utilize PR sensing elements in a Wheatstone bridge arrangement with moderate-to-
high sensitivities to measure pressures over a very wide frequency range, e.g., up to 300 kHz.
Their small size (e.g., diameters down to 0.03 in.) make them ideal for making measurements whh
scale models in wind tumel aerodynamic noise and rocket engine acoustic noise model tests [3.75 -
3.77].

3.2.7.3 Piezoelec tic Micropho nes. Most PE microphones use a thin metallic foil as the di-
aphragm, pressed against a ceramic or crystal sensing element, as shown on the top of Figure 3.34
and discussed in Section 3.2.1.1. During its manufacture, a hard vacuum may be applied to the
inside of the microphone, which is then hermetically sealed, to ensure that the diaphragm fits
tightly to the sensing element. This permits the micmphone to be impervious to moisture and op-
erate over a wide range of static pressures in excess of a hard vacuum. If isolation from structural
excitation is inadequate, vibration-canceling PE microphones are available. A typical compensating
accelerometer inside the microphone is shown in the center portion of Figure 3,34. The useful fre-
quency range for both types of PE microphones extends fkom about 1 Hz to about 100 kHz, with
the maximum fkequency limit varying inversely with the sensitivity and size of the microphone.

3,2.7.4 ~. A conventional condenser (or capacitor or eltxmostatic) micro-
phone, such as shown in Figure 3.58, uses a thin diaphragm, a fixed backplate and an air dielectric
to form the sensing element, as described in Section 3,2.1.3 [3.8, 3.9, 3.12, 3.13, 3.22, 3.35,
3.49]. The useful frequency range extends from about 3 Hz to over 50 kHz, with the maximum
frequency limit varying inversely with the sensitivity and often with the size of the microphone.
The power supply for the polarization voltage and signal amplifier are usually supplied with the
transducer. Condenser microphones have stable characteristics over long periods of time and a
relatively wide temperature range, but are susceptible to elcxtrical leakage degradation if used in
high humidity without protection, as discussed in Section 3.2.4.4.

83



__— ——

_—. ——.
—’

i
:1;>
m
!

A B c

Figure 3.57. Cut-Away View of a Miniature Piezoresistive Pressure Transducer and Enlarged
Cross-Section of Silicon Diaphragm Showing Semiconductor Strain Gage Loca-
tions (Courtesy Endevco).

A variation of the condenser micmphone is the electre~ also called a prepolariz.ed microphone. This
type of microphone employs an electrically charged polyiner to create the field in the air gap, Ln
one design, the polymer material is deposited onto the backplate, as shown in Figure 3.59 [3.8,
3.9, 3.12, 3.13]. In another design, a polymer film is the diaphragm, i.e., stretched across the air
gap in front of the backplate. A metallic coating is applied to the outside of the film. Such micro.
phones are useful in high humidity applications, However, the prepolarized  charge can degrade
with time. In addition, the maximum frequency limit of the second design may also degrade with
time as the polymer film creeps under the tension load, especially at higher temperatures. The use-
ful frequency range for electret microphones extends from about 5 Hz to about 20 H-Iz

3.2.7.S ~. . A major requirement for the installation of any pressure
rxansducer is the avoidance of additional static loading on the diaphra~ whose consequences ex-
tend from as little as a minor sensitivity change to as much as catastrophic failure. Obviously, a
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Figure 3.58. Cut-Away View of a Condenser Microphone (Courtesy Bruel & Kjaer) [3.22,
3.35].
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Figure 3.59. Cross-Section of an Electret Microphone (Courtesy GenRad) [3.8, 3.13].

resilient support is the recommended installation configuration to avoid diaphragm loading, unless
it causes a substantial increase to the structural-induced response of the transducer, as discussed in
Section 3.2.4.8, or unless the diaphragm is mechanically isolated from the remainder of the trans-
ducer. Most transducer manufacturers recommend one or more types of installation. In addition,
the type of installation is highly dependent on the purpose of the measuremen~ Tubing is some-
times used to transmit pressures from the intended point of measurement to the pressure trans-
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ducer, usually to avoid subjecting the transducer to excessive temperatures, as described in Section
3.2,4.1. It is usually prudent to take enough photographs to verify the location and orientation of
the transducers.

If the objective is to measure external aerodynamic noise, either during flight or a wind tunnel test,
the transducer must be installed so the diaphragm is flush mounted to the structural surface to avoid
disturbing the flow. In addition, the protective cap (if normally provided) must be removed.
Actually, a slightly rmessed diaphragm (e.g., submerged by 0.005-0.010 in.) has been found to
provide the least amount of flow disturbance, without creating a cavity resonance [3.75, 3.78].
Care must be taken to avoid inadvertent damage to the delicate diaphragm during transducer instal-
lation, calibration and pre- and post-test operations. Rain can also damage delicate diaphragms.
After installation, it is common practice to cover each diaphragm with a sheet metal shield, using
tape for easy shield installation and removal, except for testing and calibration. Similarly, for
transducers using tubing, the tube opening should be shielded to avoid debris getting inside the
tubing. “Hands Off” warning signs are also helpful. Pressure transducers used to measure exter-
nal acoustic noise may be installed with their diaphragms flush mounted, or they may be externally
located adjacent to the surface as long as (a) the acoustic wavelength A& sufficiently exceeds the
diaphragm diameter d, say La > M, as discussed in Section 3.2.3.5, and (b) the acoustic wave-
length k~ also sufficiently exceeds the distance D~ from the center of the diaphragm to the nearest
point on the surface, say k, > 8Dd. If these higher frequency conditions cannot be achieved (e.g.,
by using a smaller transducer diameter), then the diaphragm must be flush mounted. At even
shorter wavelengths, transducer directivity and pressure cancellation effmts occur, as described in
Section 3.2.3.5.

3.2.8 ~. There is a wide variety of strain gages available for aerospace applications.
Gage(s) may be applied directly to structures to measure strain(s) at a single location, or in a
Wheatstone bridge arrangement for measurement of internal loads or of transducer responses.
Two categories of strain sensitive materials are available, metallic and piezoresistive (PR), as dis-
cussed in Section 3.2.1.2 [3.1 -3.5, 3.14- 3.21].

3.2.8.1 ~. . . Figures 3.60 and 3.61 show the great variety of metallic and PR
gages available for direct installation on structures. In addition, each gage configuration is often
available in a variety of sizes, some very small. Gages are usually bonded to or encapsulated by a
plastic carrier, such as polyamide, epoxy, and/or fiberglass for a stronger, more convenient and
precise installation. In many cases, strain gages must be installed in had-tmreach locations. To
accommodate this situation, a variety of tabs is provided for leadwire attachment. Certain gages
cannot be installed on surfaces with sharp curvatures or contours without failure. In these cases,
the gage manufacturer should be contact~ regarding reanmended substitutes.
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Figure 3.61. Typical Semiconductor or Piezoresistive Strain Gages (Courtesy Kulite),

Most but not all gages am intended to measure strain “at a point”. Two dif%mnt rosette configura-
tions are shown in Figure 3.60, one with the three strain gages overlaid or stacked and the other
with the three gages adjacent to each other in a single plane. TIM stacked configuraaon has the
advantage of measuring all three strains at the same poin~ which is important in regions of high
strain gradients (i.e., stress concentrations), as discussed in Section 3.2.5.1. However, some loss
of strain transfer through the rosette thickness to the outer two gages will occur. On the other
hand, the single-plane configuration has the advantage of superior strain transfer from the structure
to all three gages, but the disadvantage of not measuring the strains at the same point. Thus the
rosette should be selected on the basis of the amount of anticipate strain gradient In many cases,
the exact location of the maximum strain is unknown. In other cases, it is desired to measure the
strain distribution in a region. In both cases, the strip gages of Figure 3.60 are available to provide
this information with relative case of installation. In addition, crack detection and crack propaga-
tion gages, such as shown in Figure 3.62, are available in different sizes to monitor the progress of
anticipated fatigue crack growth.

Figure 3.62. Typical Metallic Crack Detection or Crack Propagation Gages (Ckm.rtesy Measure-
ments Grp).

3.2.8.2 ~,. . Combinations of strain gages maybe used with specially de-
signed structural members to fam load cells designed to nwtsure any one of the three types of in-
ternal loads, direct (tension-compression), bending and torsion, as shown schematically in Figures
3.63-3.65, respectively [3.79]. These load cells may be fabricati specially for the specific appli-
cation, or may be purchased commercially. In each case, the proper installation of four matched
gages in the arrangement shown in these figures petits the desired load to be measured while
simultaneously providing temperamre compensation, as discussed in Section 3.2.4.1, and cancel-
ing any influence fkom the other two types of loading. In Figures 3,63-3.65, the gage numbers
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correspond to the numbered arms of the Whetstone bridge shown in Figure 3,3. In Figure 3,64,
note that the left-right symmetry permits cancellation of any bending output orthogonal to the
loading dkection  shown. In Figure 3.65, note that the load cell is cylindrical to provide uniform
torsional strain to the gages over their lengths. For a single stmctural member to be used for mea-
suring all load components, i.e., axial, bending in both transverse orthogonal planes, and torsion,
a cylindrical load cell is required to provide uniform torsional stmin. Moreover, in all cases, tthc
structural member must be carefully designed to avoid stress concentrations that would lead to W,
roneous outputs [3,80]. Finally, the wavelength of each dynamic load component must be appre-
ciably longer than the load ceil length, say it 28 Lt, similar to that described in Section 3.2.3.2
for individual strain gages, to ensure a uniform distribution of loads over the structural member,
Satisfying this wavelength condition provides the maximum frquency limit for the load cell and a.
minimum of additional compliance to the structure.

Figure 3.63. Arrangement of Four Matched Strain Gages for Measuring Direct (Tension-Gm-
pression) Internal Loads While Canceling Measurements of Bending and Insensi-
tive to Torsion Loads [3.79].

Figure 3.64. Arrangements of Four Matched Stmin Gages for Measuring Bending Internal Loads
in One Plane While Canceling Measurements of Bending in the Other Plane, and
Insensitive to Direct and Torsion Loads [3.79],

89



Figure 3.65. Amngemcnts of Four Matched Strain Gages fex Measuring Torsion Internal bads
While Canceling Measurements of Direct and Bendhg Loads [3.79].

3.2.8.3 _cer ~,. . Figures 3.66 and 3.67 show a few of the metallic and PR gages
available for installation in pressure transducers and PR accelerometers, described in Sections
3.2.7.1, 3.2.7,2 and 3.2.6.1.2, respectively. Much smaller sizes are available than those shown
in these figures. Thcsc transducers and their gages are designed for repeated use. Transducers
with unbended (i.e., free) wire strain gages are seldom used, due mainly to tmnsducer insensitivity
or limited useful frequency range.

3.2.8.4 ~. . A metallic or PR gage can be satisfactorily attached to almost
any structural material if the structural surface is properly prepared at the gage location, the recom-
mended adhesive is properly applied, and the gage is carefully installed, all in m accordance
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Figure 3.67. Miniature Semimnducmr or Ficmresistivc  Strain Gages for Installation in Accclcro-
xnctcrs and Pressure Transducers (Cwrtcsy Micro Gage and Endevco).
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with the manufacturer’s instructions [3. 15- 3.21]. To quote [3.18]: “The singularly unimpressive
feat of bonding a strain gage to a specimen is perhaps one of the most critical steps in the entire
process of measuring strain with a bonded nxistance strain gage. The improper use of an adhesive
costing a few dollars per test can seriously degrade the validity of an experimental stress analysis
which may cost thousands of dollars.”

The surface surrounding the gage location must first be prepared to receive the adhesive. The sur-
face must b6 chemically clean, have roughness compatible with the adhesive, have visible lines for
properly locating and orienting the gage, artd have the appropriate pH value to allow proper adhe-
sive curing, in order for the structure to transfer the correct strain uniformly to the gage. In most
cases, there are five basic steps in surface preparation, performed in the following order: (1) sol-
vent decreasing, (2) surface abrading, (3) gage line layout, (4) surface conditioning, and (5) sur-
face neutralizing. All forms of contamination must be avoided, no matter what circumstances are
encountered.

A variety of adhesives are available for attaching the strain gage to the prepared surface, including
cyanoacrylate, epoxy and ceramic cements, and cellulose nitrate. The cements are generally mois-
ture-resistant and strong, especially when applied in a thin layer. Most cements must be cured,
with the curing time prior to use highly dependent on the cement composition, thickness and tern-
perature. Each cement has its useful temperature and humidity ranges. The electrical resistance
between the gage and the structure should always be measured to verify the acceptability of the
isolation at the gage installation.

After the strain gage is installed, using the manufacturer’s procedure for aligning the gage at the
intended location, consideration should be given to provide moisture protection, as discussed in
Section 3.2.4.4. It is usually prudent to take enough photographs to verify the location and orien-
tation of the gages. After usage, it is common practice to leave the strain gages on the structure
rather than remove them. Sometimes it is impossible to install a strain gage in the desired location.
If this circumstance occurs, consideration should be given to performing a finite element analysis
of a large enough region of the s@ucture surrounding the desired location to enable an analytical
comparison of strain at the desirtxl location with that at a nearby location where a strain gage can
xwscmably be installed. This should permit scaling of the measured data for structural wavelengths
~ which exceed the relative distance M between the two locations, say~28 Ad

3.2.9 ~ Tr~. Two main types of force transducers are available for static and/or dy-
namic data acquisition in aerospace applications: (1) piez.oelectric, and (2) strain gage [3.67].
Force transducers do not use SDF design features but rather are frequency limited by transducer
masses and sensing element stiffnesses while strain gage transducers may be fbrther restricted by
wavelength considerations, as discussed in Sections 3.2.3.2 and 3.2.5.3. It is desirable to select a
force transducer that provides a negligible mass to the structure.
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Piezoelectric force transducers are charge devices that do not provide a constant DC response, as
described in Section 3.2.1,1. They have a wide range of sensitivities and configurations designed
for specific applications, The minimum l%equency !!mit may extemd down to about 1 Hz. The out-
put signal js conditioned by electronics that are separate from or integral with the transducer, as
discussed for PE accelerometers in Section 3.2.6.1.1. PE force transducers use ceramic(s) or
cxystal(s) as the sensing element(s), which is sandwiched between the two mounting surface
masses, w shown in Figure 3.68 [3.6]. The sensiug ehmen~ is prtiioadul in compression. When
variable pressure is applied to the element under dynamic excitation, a charge is generated on its
surface that is proportional to the applied instantaneous force. This design is susceptible to base
strain and thermal transients. If the base is stressed by the static or dynamic deformation of the
structure to which it is attached, an extraneous signal can be produced, as described in Section
3.2.4.8. Thermal transients can have the same effect, as discussed in Sections 3.2.4.1 and
3.2,4.2.

Force

t
1- ./

Impact Cap

mp

nt

k \Preload Stud

Figure 3.68. Cross-Section of a Piezoelectric Force Transducer with Integral Electronic Ampli-
fier (Courtesy PCB) [3.11].

PE force transducers with multiple elements am available to measure triaxial forces, as shown in
Figure 3.69, with one set of elements in compression and two sets in shear [3.81]. Other PE
transducers are available for measuring both force and rrnnent [3.82]. The outputs horn matched
pairs of single PE force transducers may also be wired up to measure dynamic torques or mo-
ments. The use of a combination of strain gages for measuring forces, torques and other internal
loads is described in Section 3.2.8.2. It is usually prudent to take enough photographs to verify
the location and orientation of the transducers.
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Figure 3.69, Cut-Away View and Sensing Element Connections of a Triaxial Piezdectric Force
Transducer with a Center Mounting Hole (Courtesy Kistler) [3.80].

3.3 U Con-, All transducers must have their output signals conditioned to acco~
date the requirements of cabling, recorcUng and transmission instruments. Signal conditioners in-
clude amplifiers, filters, differentiators and integrators, power supplies, and cabling [3.1 -3.3,
3.34]. More than one of the signal conditioning functions can be incorporated in one instrument.
Digital as well as analog signal conditioning is used for dynamic data acquisition [3.83]. In all
cases, the locations of signal conditioning instruments and cabling must be selected to ensure that
the various natural and induced environments do not exced the specificxi capabilities of the instru-
ments. It is important that instrumentation power be turned on during initial vehicle or laboratory
radio frcquenc y (RF) check-out or operation to assure that no RF interference occurs to the data
acquisition system later,

3.3,1 ~ co~. . . Strain gages are not self-generating transducers and therefore
require a source of power, as discussed in Section 3.2.1.2. A typical strain gage signal condi-
tioner diagram is shown in Figure 3.70. The following discussion is applicable to all types of
strain gage conditioners, including piezoresistive fxmditioning.

Two types of power supplies are used: constant voltage and constant current. Constant voltage
supplies are used when the cabling between the transducer and the signal conditioner is relatively
short, and the danger of backgro~d  noise pickup, as well as resistance and temperature variations,
are negligible. Constant current supplies are used when these conditions can create errors. h
addition, constant current supplies are more linear than constant voltage supplies when the percent-
age of Whetstone bridge resistance variation is relatively high. If the voltage is monitored at a
remote bridge, then cable lengths greater than 25 ft may be usd with constant voltage supplies.
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Figure 3.70. Circuit Diagram ofa Typical Strain Gage Signdco~timm.

Power supplies for strain gage conditioning must have the following characteristics:

(a)
(b)

(c)
(d)

(e)

(f)

(g)

They must be stable with very little ripple to eliminate errors in the output signal.
The primary power source must be well regulated over the expected variations in transducer
loads, have good DC isolation, have low capacitive coupling to AC power, and have ripple
and background noise filtered out at the noise source.
The circuit must be stable overtime and expected temperature variations.
For constant current systems, transducers must be compensated and caIibmted over their total
operational ranges.
For constant voltage systems, external voltage sensing leads connected directly to the trans-
ducer should be provided when long cables are required, so that voltage can be maintained at
a constant value when the wire temperature and the excitation voltage vary.
If a single primary power supply is used for several signal conditioners, the individual strain
gages must be isolated to prevent noise pickup in all channels due to a fault in one of them.
When an AC power some is used, shielded isolation transformers should be incorporated in
the power supply to avoid ground loop noise problems.
They should not use switching regulators.

Strain gages circuits may be excited with an AC carrier. AC supplies must be just as well regulated
as DC supplies, and the carrier frequency should be at least five, and preferably ten, times the
maximum frequency limit of Section 3.2.3.2. Features shown in Fi~ 3.3 are considered essen-
tial for a strain gage conditioner, including the ability to (a) zero balance the strain gage bridge, (b)
adjust the excitation voltage, (c) monitor the excitation and data signals, and (d) calibrate the trans-
ducer remotely, preferably using plus and minus multi-point calibration.
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An amplifier is required in the strain gage conditioner to adjust the output voltage to meet the
magnitude and impedance requirements of following instruments of the system, Calib~ ated gain
controls should be provided to permit the adjustment of gain in known, calibrated increments. The
input impedance of the amplifier should be significantly higher than the source impedance of the
transducer to prevent loading errors in the transducer output. Where both sides of the signal must
be isolated, differential amplifiers should be used. When single-ended amplifiers are used, the
system should be grounded only at the last point in the system to prevent ground loops.

3.3.2 ~. Amplifiers are used to increase the magnitude of the signal. In addition, they
can (a) transform the signal from one form to another (e.g., a charge amplifier converts a charge
output from a piezoelectric transducer to a voltage output), (b) provide a calibrated gain change to
maintain a calibration when a different gain is required, (c) provide a zero shift or level offse~ and
(d) provide an impedance change to match the output impedance of one instrument to the input
impdance of another, which can prevent loading of electrical cimuits and consquent signal degra-
dation. When the signal exceeds the dynamic range of the amplifier, signal limiting or clipping
occurs, resulting in distortion. Low magnitude signals may be comupted by the background noise
floor, and must be amplified to take full advantage of the dynamic range.

Although amplifiem have inherent limitations in their frequency response, they maybe limited fur-
ther by filters, as discussed in Section 3.3.3. If data are desired out to the filter cut-off frequency
(usually defined as that fr~uency where the filter gain is 3 dB below its nominal gain), the effec(
on data magnitude and phase must be understood. Depending on the type of filter, the roll-off can
be down by as much as 0.5 dB atone-half the filter cut-off frequency, causing significant magni-
tude errors, Filter phase distortion can produce errors in measured time histories and subsequent
shock response spectra computations [3.43], and make interchannel phase matching difficult.

The slew rate of an amplifier is its rate of voltage change, Slew limiting will occur when the
maximum allowable rate is exceeded, causing signal distortion errors including DC offset or zero
shift. The amplit3er may be operating within its fkquency range, but may be incapable of deliver-
ing sufficient current to drive the cable and instrument at its outpu~ When this occurs, the signal is
distorted, such as shown in Figure 3.71 for a sine wave. If the signal output voltage is reduced
sufficiently for the amplifier to operate below its slew limit, then the distortion disappears. To
avoid slew limiting, the maximum signal frequency should not exceed [3.5]

(3.13)

where Is and V~ are the maximum output current and rated output voltage, respectively, of the
amplifier, as normally specified for a sine wave, and C is the total capacitance of the output cable
and the following instrument, i.e., C = ~ + Cl. If the amplifler has an insufficient current output
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Figure 3.71. Typical Slew Rate Limiting of an Amplifier (Courtesy Endevco).

to avoid slew limiting over the desired frequency range, a line-driver amplifier with high current
output may be used.

When some amplitlers are severely overloaded at their input, they can be driven into saturation and
may take as long as several seconds to recover. They can also exhibit a low fiequenc y decaying
sinusoid in the output that is directly attributable to the saturation. In the case of a charge amplifier,
the charge converter can be saturated by an unfilterd resonant response of the transducer. The
saturation will not be seen at the amplifier output because of filtering, but a decaying low frequency
can be seen when the charge converter recovers. This can cause a false low frequency peak in the
spectrum computed from the signal [3.43], Some other overloackd amp~lem only clip the signaL
Unfortunately, subsequent filtering removes all evidence of this distornon.

3.3.2.1 _ Amp-. Voltage ampliilers, such as shown in Figure 3.36, are used when the
objective is to change the gain and/or source impcxlance of the signal [3.34]. They are usually
provided with a calibrated gain control to adjust the gain to a predetermined value. The signal cali-
bration is changed in logical, known steps, which eliminates the need to recalibrate the system
when a gain change is required. If the amplifier has a DC response, a control can be providtd
which pemits the adjustment of a zem voltage signal to its true null position, or to bias the signal
to a different voltage (e.g., biasing for input to a telemetry system). DC ampliilers may also
display zero drift which can be suppressed by stable electronics and close monitoring.

3.3.2.2 ~. A charge ampliller differs from a voltage amplifier by the presence of
a charge converter input stage, and is used to condition the signal from charge generating elements,
such as piezoelectric  transducers, as shown in Figure 3.37 [ 3.34]. This is accomplished with a
feedback capacitor between the output of an operational amplifier and its input. The charge con-
verter generates a feedback voltage that opposes the c!mrge from the transducer and maintains the
input at zero charge. The voltage at the converter output is propornonal to the instantaneous charge
generated by the transducer, and is then amplified by a voltage ampli.tier section. Since virtmlly no
cunent flows in the cable between the transducer and charge converter, longer cables can be used.
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However, care must be taken to use cabling that minimizes any triboelectric voltages that can be
generated in the cable between high impdance instruments, as explained in Section 3.3.5.1, If
susceptibility to radiated noise is anticipated, remote charge amplifiers (preferably differential)
should be usd. Some charge ampliilers reverse signal polarity when the gain range is changed

3.3.2,3 ~al Amp-. Conventional amplifiers with two conductor signal leads can pro-
duce parasitic voltages that appear on both the high and ground (common) signal leads. Differential
amplifiers rejtxx common mode instrumentation background noise. Figure 3.72 represents a sim-
plifkd amplifier where the shield can couple unwanted signals into the amplifler through stray ca-
pacitances Cl, ~, and C3. If the shield floats, C3 can be a source of noise. If the shield is
grounded, then the noise is transmitted through Cl and ~. A differential amplifier, such as
shown in Figure 3.73, can be used to reject common mode noise. The shield is grounded at the
source and must enter the amplifier case, but is isolated from it. The differential inputs are ampli-
fi~ but common mode noise EC is rejected.
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Figure 3.72. Shield Coupling of an Arnpliiler with Floating Shield.

Figure 3.73. Circuit Diagram of a Guarded Differential Amplifier with Ground Locations at Each
End of the Circui~

The circuit diagram for a strain gage bridge differential amplifier is illustrated in Figure 3.74. It is
very similar to that of a standard differential amplifier, except there are two excitation leads in addi-
tion to two signal leads. Charge amplifiers may also be employed in tie differential mode, as
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shown in Figure 3,7S, The low side of the signal lead should be grounded at the input to the final
readout point in all differential instruments, The transducer and amplifier inputs are both
grounded. Common mode noise EC between the two ground points is rejected. The shield should
be grounded at the transducer as well as the last point of the data acquisition system. The high and
low sides of the signal line should be isolated km the shield, and the low side grounded at the last
point with the shield,
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Figure 3.74. Circuit Diagram of a Differential Strain Gage Amplifier with Ground Locations at
Each End of the Circuit.
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Figure 3.75. Circuit Diagram of a Differential Charge Amplifier with Ground Locations at Each
End of the Circuit.
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3.3,2.4 ~ Preamplifiers are used to convert weak signals from high source im-
pedance transducers in~o usable voltages with a low source impdance. They can take the form of
a voltage, charge, or line-driver pr&irnplfler. A preamplifier can be integral with the transducer, or
external and connected to the transducer with a short cable. Integral preamplifiers are usually size
limited with limited linedriver capability, making them susceptible to distortion from slew limiting
as described in Section 3.3.2. Because of the low output impdance, preamplifiers are less sus-
ceptible to the coupling of undesirable external background noise into the system through cables
between transducers and signal conditioning amplifiers. Noise coupling is a function of impedance
and cable length. Therefore, a linedriver  ampli.fkr may be used as the output of the prearnpiifkr  to
minimize noise. Line-driver arnpli.flers are usually limited in their frequency response and dynamic
range, compared to higher quality remote charge amplifiers. All parameters must be examined to
determine the best compromise.

3,3.3-. The objective of filtering is to limit the bandwidth of the signal. The purpose of
limiting the bandwidth is to reduce the effects of background noise, artd/or undesirable system
characteristics (e.g., transducer resonances, aliasing) outside the desired frequency range [3,34].
As shown in Figure 3.76, highpass filters attenuate the low frequencies and pass the highs.
Conversely, lowpass filters attenuate the high frequencies and pass the lows. Bandpass falters are
a combination of lowpass and highpass, thereby passing the frequencies between the low and high
cutoff Ilequencies, Band rejection filters eliminate a namw band of Ikquencies within the band of
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Figure 3.76. Electrical Filter Types [3.1].
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interest. The type of filter and the steepness of the filter cut-off slope area function of the number
and location of the poles and zeros of the filter circuit.

3.3.3.1 . Linear phase filters exhibit a constant time delay over the passband,
thereby preserving phase relationships betwwm all frequencies within the band. This type of filter
does not create signal magnitude distortion, as occurs in nonlinear phase filters, nor does it exhibit
excessive overshoot from a step function input. The frequency response shows minimum ripple,
but the filter roll-off starts at about half the cut-off frequency. Filter roll-off beyond cut-off is not
as steep as for other filters, which limits its ability to pment data aliasing in a digital analyzer (see
Section 3.7.2). ButterWorth, or maximally flat, filters are probably the most commonly used.
They have a flat passband response with ~me ripple and overshoot when excited by a step func-
tion input. They are reasonably flat to about 80% of their cut-off frequency, but exhibit phase
distortion in the region of cut-off. Elliptic, called Cauer or “brick wall”, filters have the sharpest
rejection (on the order of 100 dB/octave), but exhibit high overshoot horn a step function input and
substantial phase distortion (as high as 120 deg at cut-off). They are primarily used prior to digital
analysis as anti-aliasing filters because of their steep slope beyond cut-off. The sampling rate can
be as low as 2.5 times the cut-off frequency (whereas the Nyquist frequency is two times the cut-
off frequency). When analog filters are selected, it is important to xxriember that the closer that the
selected filter approximates the ideal amplitude response, the further the phase response will be
from the ideal, and vice versa [3.34]. See [3.2, 3.5, 3.34, 3.43, 3.84] for a more detailed discus-
sion of the different types of analog filters available.

3.3.3.2 ~. Digital filters are used in digital analysis systems where the data have al-
ready been sampled into the digital domain [3.83, 3,85]. Good control of filter parameters, such
as ripple, roll-off, and phase coherence, can be achieved, and the characteristics can be easily
modified to suit changes in conditions. Digital falters are most commonly used prior to data deci-
mation (Section 5.2.4.3) and zoom transform (Section 5.4.3.8) operations. See [3.85] for details
of digital filter design.

3.3.3.3 J%e-F~. As discussed in Section 3.2, all nearly-undamped piezoresistive and piezo-
electric transducers have a maximum frequency limit of only about 24)% of the resonance fkequency
of their sensing element. Typically, the damping of the sensing element for these types of trans-
ducers is less than 0.5%, producing a response at resonance that exceeds the flat response at lower
frequencies by a factor in excess of 100. Hence, if the dynamic environment being measured in-
cludes significant excitation at the resonance frequency of the transducer, as sometimes occurs in
pyroshock measurements (see Appendix A or [3.40, 3.41]), an intense high frequency signal out-
put will be generated that may saturate the f~st amplifier or charge converter stage in the signal
conditioner, or force a very low input gain setting that will cause the lower frequency portion of the
signal to be obscured by the instrumentation background noise. Even when the sensing element
resonance is not excited, the same problem can occur if the measurtxi dynamic environment in-
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eludes intense high frequency components above the frequency range of primary interest [3.86].
Tlms the pre-fdter allows gain optimization at lower frequencies where the dynamic excitation may
be less. The problem is compounded by the fact that a saturated amplifier commonly outputs a low
frequency signal that may appear reasonable and, hence, obscure evidence of saturation. Another
phenomenon that has been observed is a measurable diffenmce in the positive- and negative-going
amplifier slew rates at the transducer resonance frequency. Even in the absence of amplifier satu-
ration, the different slew rates can create a signal envelope that appears to analysis instruments as a
low frequency component. See [3.43, 3.86] for more detailed discussions of these effects.

For those shock and vibration measurements with nearly-undamped piezomsistive and piezoelectric
accelerometers, where it is anticipated that the measurement will include intense high tlequency
excitation above the frequency range of primary interes~ it is recommended that a lowpass pre-fil-
ter be inserted prior to the input to the signal conditioner. This filter must be passive. For
piezoresistive transducers that produce a voltage output from a low impedance source, such pas-
sive pm-filters can be introduced with little troubl;. For piezoelecrnc transducers, which have
charge-generating sensing elements, the pre-filter must be inserted in series in the cable between
the transducer and the charge amplifier, e.g., in a small T-circuit box that may also be used for in-
sert voltage calibrations. (Of course, this is impossible if the transducer has an integrated charge
converter). For example, a 6 dB/octave RC pre-filter can be achieved for a particular cutoff fre-
quency by utilizing the input capacitance (C,) of the charge amplifier and the resistor ~) in the
cable. Because the distributed capacitance of the cable between the transducer and the charge am-
plifier forms part of the filter, there maybe some difficulties in matching the phase response be-
tween channels when cable lengths are not equal. Hence, the falter components must be chosen for
a particular application. Commercial pm-filters are usually one or two poles, with a cut-off rate of
6 or 12 dB/octave, respectively. This is adequate in many cases to reduce the high ffequency por-
tion of the signal to values that can be handled by amplifier stages without saturation or slew rate
errors. Nevertheless, data should be examined for evidence of unexpected low frequencies indica-
tive of saturation or slew rate problems. Also, such pre-filters are not always effective in sup-
pressing the intense high frequency components in some pyroshock signals (see Appendix A).

3.3.3.4 ~. A mechanical filter is a small structural resilient element that may be
attached between an accelu’ometer and the structwe, or may be built into the accelerometer assem-
bly, for the purpose of isolating the accelerometer from high frequency loading that might cause the
accelerometer to respond at its resonance(s), as discussed in Section 3.2.6.1 [3.6, 3.7]. Since
mechanical filters use the SDF design feature of Section 3.2.2 in the intended measurement direc-
tion, magnitude and phase distortion may occur unless the filter responds linearly and has a damp-
ing ratio of ~ = 0.7. Thus, filter performance may be degraded by temperature variations, as
described in Section 3.2.4.1 for damped accelerometers. Under high magnitude near-field pyro-
shock, significant nonlinear behavior and poor falter transient response characteristics may invali-
date the measuremen~ as discussed in Appendix A.
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3.3.4 pow~
.

. Power supplies for general instrumentation puqmes should have the fol-
lowing featlln?s:

(a) They should be well regulattxl to supply constant voltage or cumen$ depending on the circuit.
(b) They should be shielded to prevent background noise pickup in nearby circuits.
(c) hey should be well regulated to minimize power line contamination of the data.
(d) When a common power source supplies several channels, individual power supplies should

be isolated to prevent noise pickup in all channels by a fault in one of them
(e) Reserve power should be available in all supplies to prevent overloading when the power

load is at its peak.

Special considerations related to power supply applications for strain gage conditioning have been
discussed in Section 3.3.1.

3.3.5 -. Cables are required for transmitting electrical signals from the transducer to the
remainder of the system [3.87]. Each situation presents a unique set of problems. Therefore, ca-
ble types must be chosen to suit the application. In many cases, there is more than one solution to
a cabling problem, and the best compromise must be selected for the operating environment and
parameters. Cable selection should depend upon (a) cable length, (b) the impedance of the trans-
ducer, cable and electronics, (c) magnetic and capacitive background noise coupling, (d) the
physical environment, and (e) the type of transducer and signal conditioner. Cable jackets must be
chosen to preclude deterioration due to temperature, ultraviolet radiation and, where applicable,
space flight-induced high energy particles and atomic oxygen. The effects of cable capacitance on
slew limiting are described in Section 3.3.2.

Care should be taken that cables and connectors are not damaged during installation on instru-
ments, as follows:

(a)

(b)

(c)
(d)

(e)
(f)

(g)

Cables should be aligned so that the pins do not bend when installed. Most multi-pin con-
nectors are keyed to help pin and connector alignmen~
The connector nut must be turned onto the mating connector without twisting the cable, and
the transducer should not be turned while the connector nut is held stationary.
The connector nut should not be over-tightened (e.g., finger tighten only).
Care should be taken to assure that the connectors are not contaminated with dirt, water or
conductive material which might decrease the shunt resistance of the cable.
The cable txmd radius should not be less than the manufacturer’s recommendation.
For applications where moisture can be a problem, drip loops should be used to prevent
moisture fmrn entering a connector.
Cables must not affect the structure or the transducer by mechanically loading them.
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(h)

(i)

@

Cables should be light, flexible, not provide tension which can affect their motion, nor exert
force on the transducer.
Cables should be tied down within 3 in. of’ their termination m prevent cable whip and sub-
sequent damage to the conductors.
Prior to use, low noise cables used with piezoelectric transducers should be tested in ac~r.
dance with [3.88],

See Appendix A for special considerations related to pyroshock measurements.

The center punch tool suggested in Section 3.2.6.3 can be used to check the cable connector at the
transducer under consistent conditions, as well as the adequacy of any adhesive used for attaching
the transducer to the structure.

During system checkou~ all cables should be “wiggled” to the limits of their anticipated displace-
ment to determine if excessive background or intermittent noise is produced by the cables or their
connectors. Cables or connectors exhibiting excessive noise must be replaced or secured (i.e.,
better tied down). In addition, every effort should be made to suppress triboelectric noise, as dis-
cussed in the next section.

3,3.5.1 Tnwctric Noise. Triboelectric noise can be generated when a coaxial cable, used to
connect a high impedance piezoelearic  transducer to a charge amplifier, is mechanically distorted
by flexing, squeezing, bending, and/or dynamic loading, so as to cause separation of the shield
from the center conductor insulation, as illustrated in Figure 3.77 [3.4, 3.5]. Triboelectric noise
may be minimized by the use of low noise cable that has a conductive coating between the shield
and inner insulator. Electrostatic charges then have a leakage path to the shield and eventually to
ground. While this works well, cam must be taken when the cables are terminated with a connec-
tor. No conductive coating can be permitted to come in contact with the center conductor when the
insulator is stripped off. Appropriate cleaning agents should be used to eliminate any loose con-
ductive coating that might create a leakage path to the center conductor, However, it is required
that the cleaning agent not become a vehicle to transport the conductive coating to the center con-
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Figure 3.77. Tnboelectric Noise Genem.ion in a Coaxial Cable [3.4, 3.5].
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ductor. Somusen buyrawcables  adconnectors,  mdtietieh owncables  toduce costs,
Because of the variability of assembly skill level, this practice often contributes to cable failures
and malfunctions.

3.3.5.2-  G~ and Ihezores@ve Tr_er _. ,. . Strain gages and piezoresistive trans-
ducers use multi-conductor cables because they not only carry the signal, but also carry the source
of power. A minimum of four conductom p] us a shield, and up to as many as ten conductors, are
requird  The additional conductors maybe rqired for monitoring transducer excitation voltage,
inserting shunt resistors for calibration, and eliminating zero shift. In addition to the overall shield,
each pair may be individually shielded. The sowve impedance of strain gage circuits is much less
than that for piezoelectric transducers, but there is still a danger of noise pickup, especially in long
cables and high electromagnetic environments. The conductors should be shielded twisted pairs to
minimize ektrornagnetic  pickup.

3.3.5.3 Qrounw. Grounding is the establishment of a path of electrical conduction between a
circuit and a designated referencx poin~ which is usually at zero potential, to which all system volt-
ages are referenced, This reference point is dependent upon the system and could be the earth, a
vehicle or test structure, an equipment case, or a bus structure defined as “ground”. In an ideal
case, the “ground” would be the zero potential reference for all signals and power. Frequently in
practice, separate circuit paths to ground are provided for power returns, digital signals, and analog
signals to minimize electromagnetic interference, which is seen in systems as background noise.
In the case of low level analog signals from transducers, it is important to establish a single point
ground except for differential instruments [3. 1, 3.3, 3,5, 3.89, 3.90]. Because a remotely
grounded transducer may beat a different potential than the last instrument, the resulting “ground
loop” could introduce background noise into the data. For acquiring dynamic data using telemetry
transmission (e.g., from an aerospace vehicle in flight to a ground station), such as shown in
Figure 2.2a, the last instrument is the telemetry antenna. On the ground, the last instrument is the
tape recoder. For a hardwim system, such as shown in Figure 2,2b, the last instrument is the tape
recorder or, in some cases, the readout instrument. For a data analysis system, such as shown in
Figure 2,2c, the last instrument is usually the computer or the plotter. In measurement systems,
the grounds should terminate at the input to the last instrument and should be carried through all
intervening instruments to the ground terminating point. A unique elea.moptic signal conditioner
has been developed for piezoelectric transducers when single point grounding cannot be achieved
[3.91].

When dynamic measurements am made during system RF operations, one or more cables may act
as tuned antennae. This situation maybe avoided by changing the length(s) of the cable(s), or by
using multi-point grounds. However, the utilization of multi-point grounds could cause ground”
loops, as discussed previously. In locations where RF interference is of concern, flat straps or flat
braid should be used for grounding, which reduces the RF impedance of the ground path.
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3.3.5.4 w. Shielding is the process by which radiated electromagnetic energy can be con-
fined within a specific volume, or by which incident electromagnetic radiation can be prevented
from penetrating a specific region. Shielding maybe implemented in the form of partitions within
enclosures, complete enclosures, cable connectors, and cable treatment. There are two basic types
of shields: (a) electrostatic shields, and (b) magnetic shields [3.1, 3.3, 3.5, 3.89, 3.90].

Electrostatic shields are usually the easiest to implement and primarily involve the imposition of an
electrically conductive surface, at ground potential, between the region of concern and the electro-
static field sources. Effectiveness is dependent upon high reflective loss and additional attenuation
due to absorption of the wave within the shielding material. The electrostatic shielding of trans-
ducer cables typically consists of conductive braid and/or foil surrounding the center conductors,
The cable shield is usually grounded at the output end. In severe electric field environments, two
concentric and isolated shields should be used.

Magnetic shields short circuit the magnetic flux lines and oppose time-varying magnetic fields with
eddy current fields. They are made from high permeability materials, are as thick as possible, have
a minimum of joints and holes, and the joints are further protected with magnetically-shielded gas-
kets. Good magnetic shields are also good electrostatic shields, but the contrary is not true.
Magnetic shields usually take the form of shielded enclosures, such as fully enclosed cable trays
and instrument cases. Where there is likely to be sources of strong magnetic fields, e.g., motors,
transformers and solenoids, the adverse emissions should be constrained by magnetic shielding.
These sources are usually high power instruments, such as power supplies, power cables, small
motors, solenoids, or current sources within the system. High current power leads and returns
should be located in the same bundle and twisted. Data cables should not be laid in the same cable
trays as current-carrying cables because of the magnetic field surrounding the current cables. Since
field strength is a function of distance from the source, two parallel leads in a data cable can be in-
fluenced by the field to two different values, This is a source of magnetically-induced noise. A
solution to noise in parallel cables, as in a cable tray, is to use twisted pair cable. The individual
leads alternate position relative to the power cable and tend to average the amount of noise, result-
ing in the minimum effective noise signal. The interference decreases with the square of the dis-
tance fkom the source. Hence, when conditions permit, a good solution is to lay signal cables as
far from power sources as possible. The transducer should not be overlooked when the system is
requird to be magnetically shielded.

3.4 ~ De~. , The process of mixing many measurements to form a single
signal for transmission and/or recording is referred to as “multiplexing” [3.34]. Two forms of
multiplexing are described herein: Frequency Division Multiplexing (FDM) and Time Division
~ultiplexing (TDM). A multiplexer and a demukiplexer m commonly referred to as a “roux” and
a “demux”, respectively.
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3.4.1 ~ Div~.. . . . Analog data may be multiplexed using FDM. The total ~~
number of data channels that can be multiplexed on a single link by FDM is, however, limited by
the total frequency bandwidth available. In FDM systems, two or more data channels make use of
separate subcarriers that occupy defined center frequencies and bandwidths in the modulation
baseband of the radio frequency (RF) carrier. Each of the subcarriers conveys data in frequency
modulation (FM) form, and is ptevented from interfering with other subcarriers and their data by
the use of bandpass filters and guard bands. Two types of FM subcarrier formats are rwom-
mendeki,  conforming to the IRIG Standard 10693 [3.92]. These are referred to as Proportional
Bandwidth (PBW) and Constant Bandwidth (CBW) multiplexer. The data bandwidth of a PBW
format is pmportiona.1 to the subcarrier center frequency while the data bandwidth of a CBW for-
mat is constant, regardless of subcarrier center frequency. The number of data channels may be
incread by modulating one or more of the subcarriers with a TDM format such as PCM or PAM
(see Section 3.4.2).

The selection and grouping of subcarrier channels depend upon the data bandwidth requirements of
the application and the necessity to ensure adequate guaxd bands between channels. (Guard bands
are “dead” spaces on the baseband to accommodate the finite slopes of demux bandpass filters used
to avoid interference between adjacent data channels.) Combinations of PBW and CBW channels
may be used within the limits of maximum subcarrier deviation. PBW systems are commonly
used in data systems where a combination of measurements of varying bandwidths are desired.
For dynamic data applications where relative phase between data channels must be preserved, the
matched filter characteristics of CBW systems are preferred. Tables 3.2 and 3.3 list the IRIG
standard PBW and CBW channels, respective] y [3.92]. Due to specific requirements for inter-
channel phase relationships, dynamic range and intermodulation distortion, consultation with in-
strumentation personnel knowledgeable of multiplexer systems is recommended.

When FDM data are to be recorded on an analog tape, there will be a need for tape speed servo
control (TSC) and flutter compensation signals to reduce the signal errors induced by tape speed
differences during recording and playback, as discussed in Section 3.6.6.2. It is recommended
that the TSC and flutter compensation signals be selected from Tables 3.4 or 3.5 and mixed with
the data subcarriers for transmission and data recording [3.92].

The number of subcarrier channels that maybe used simultaneously to modulate an RF carrier is
limited by the RF channel bandwidth and by the output signal-to-noise ratio (SNR) that is accept-
able for the application. As channels are added, the individual subcarriers add energy to the total
already existing in the baseband. To accommodate additional channels, either all subcanier chan-
nel modulation indices may need to be decreased and/or some or all subcarrier voltages may need
to be reduced to stay within the available total SNR of the system. In these cases the signal maybe
degraded by background noise and drop-outs. The number of subcarrier channels must be within
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Table 3.2, Proportional Bandwidth FM Subcarrier Channels [3.92].

hannels
58 30

$2
55
72
98

—.

;

i’
5
6

;
9

10
11
12
13
14
15
16
1?

;;
20
21
22

;:
25

——
400

560 i:
675
888

1,202
1,572
2,127
2,775
3,607
4,995
6,799
9,712
13,412
20,350
27,750
37,000
48,562
64,750
86,025

114,700
152,624
208,125
277,500
370,000
518,000

4313

!502
7R5

5
9

ii.7
3,3344

730
960

1,300
1,700

32
2s
18

6.40
t.;61,032

1,398 3.60
2,74
2,03
1.56
1.20
0.864

1,82!3
2,473
3,225
4,193
!),805
7,901

il,288
15,588
23,650
32,250
43,000
56,438
75,250
99,975

133,300
177,375
241,875
322,500
430,000
602,000

25
35
45
59
81

110
160
220
330
450
600
790

1,050
1,395
1,860
2,475
3,37s
4,500
6,000
8,400

14
10

:::
4.3

;:;
1.6

i:!8
0.58
0,44
0.33
0,25
0.19
0.14
0.10
0.08
0.06
0,04

128
1732,300

3,000
3,900
5.400

225
293
405
551
788

1.088
7;350

10,500
14.500

J.635
0.444
0.322
0.2L2
0.156

22;000
30,000
40,000
52, S00

1:650
2,250
3,000
3,938
5.250

0.117
0.089
0.067
0.050
0,038
0.029
0.021
0.016
0.012
0,008,

70,000
93.000

124,000
165,000
225,000
300,000
400,000
560,000

6;975
9* 300

12,375
16,875
22,500
30,000
42,000

115X  Subcarrier  d e v i a t i o n  channelsc

4
B
c
:
F

G
H

1
“J

K
L

22,000
30,000

18,700 25,300 660
25,500 34,500 900
34,000 46,000 1,200
44,625 60,375 1,575
59.500 80,500 2,100

0.53
0.39
0.290.22
0.17
0.13
0.09
0.07
0.05
0.04
0.03
0.02

3,300
4,500
6,000
7,875

10,500
13,950
18,600
24.750

0.106
0.078
0.0580.044
0.033
0.025
0.018
0.014
0.010
0.008
0,006
0.004

40,000
52,500
70,000
93,000

124,000
165,000
225,000
300,000
400,000
560,000

79;050 106; 950 2;790
105,400 142,600 3,720
140,240 189,750 4,950
191,250 258,750 6,750
255,000 345,000 9,000
340,000 460,000 12,000
476,000 644,000 16,800

~30X $ubcarrier devlat~on  I

15,400 28,600 1,320
21,000 39,000 1, ?.00
28,000 52,000 2,4(3(3
36,750 60,250 3,150
49,000 91,000 4,200
65,100 120,900 5,580
86,800 161,200 ?,440

115,500 214,500 9,900
157,500 292,500 13,500
210,000 390,000 18,000
280,000 520,000 24,000
392,000 728.000 33,600

33;750
45,000
60,000
84,000

anne!sd
0.265
0.194
0.146
0.111
0.083
0,063
0.047
0.035
0.026
0.019
0.015
0,.010

6,600 0.053
9,000 0.038

12,000 0.029
15,750 0.022
21,000 0.016
27,900 0,012
37,200 0,009
49,500 0.007
67,500 0.005
90,000 0.004

120,000 0,003
168,000 0.002

cc
00
EE
“FF
GG
HH

[ [
JJ
KK

LL

40;000
52,500
70,000
93,000

124,000
16 S,000
225,000
300,000
400,0043
560.000

~Rounded  off to the  ne~re~t Hz.

theoretical response that can be obtained in a bandwldtn between the upper and lower frequency
limits specified for the channels. (See Mvendl x 8 of [3,92] for ‘determining possible accuracy-
versus-response trade-offs).

Cchannels  A through L my be used by Omttt{ng adjacent lettered and numbered channels. Channels 13
and A may be used toqether with some increase in ad)acent “channel interference.

dchannel~ u through  LL My be us~ by ~ittfng every four adjacent double-lettered and lettered
channels and every three adjacent numbered channels. Channels AA th?ou9h  LL may b@ Used  by omitting

every three adjacent double-lettered and lettered channels and every two adjacent nutiered  channels
with some fncrease  in adjacent channel interference,
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Table 3,4. Reference Frequencies for Tape S@ Control and Flutter Compensation [3.92].

Reference Frequency (kHz ~0.Olt)

960’
480’
240’
200
100

50
25
12.5

6.25
3.125

I f  the  re fe rence  signal is  recorded on a s e p a r a t e  t a p e
track, any of the listed refe rence  f requenc ies  may b- u s e d
provided the requirements for compensation rate of change  a re
s a t i s f i e d .

I f  t h e  r e f e r e n c e  signal is mixed with t h e  d a t a  signal,
cons idera t ion  mus t  be  given to possible problems with
intemnodulation  sum and difference frequencies. Also,
sufficient  guard band must be al lowed between the reference
f requency  and any adjacent data subcarrier.

‘These frequencies are for f lut ter  c o m p e n s a t i o n  o n l y
and not for capstan servo speed control . In  addi t ion ,
the  240  kHz r e f e r e n c e  signal may be  used  as  a  re t rans la t ion
frequency in a constant-bandwidth format.
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Table 3.5. Constant-Amplitude Tape Speed Control Signals [3.92]1.

Tape Speed Frequencyz

~- kH&

6 0 9 6
3 0 4 8
1524

7 6 2
3 8 1
1 9 0 . 5

9 5 . 5
47.6

(240
(120 1
( 6 0 )
(30 )
( 1 5 )
(  7 - 1 / 2 )
(  3 - 3 / 4 )
(  1 - 7 / 8 )

400 *0*01* 800 *0.01*
200 io. olt 400 to. olt
100 io. olt 200 io. ol%

50 to. olt 100 t o o l %
25 *0.01* 50 20.01%
12. s to. olt 25 *0.01*

6 . 5 *0.01% 12.5 *0.01*
3.125 io. olt 6.25 to. olt

‘ M a y  also serve  as  d i sc r imina tor  f lu t te r -cor rec t ion
r e f e r e n c e  signal (see table 3.4 ).

2Either set of spead-control  s igna ls  may be  used  pr imar i ly
with wide-band systems,  but  only the higher set  of f r e q u e n c i e s
is recommended for double-density systems. When interchanging
tapes,  care should be taken to ensure that  the recorded
s p e e d - c o n t r o l  signal is compatible with t h e  r e p r o d u c e  s y s t e m ’ s
s p e e d - c o n t r o l  e l e c t r o n i c s .

Caution should be used when multiplexing other s i g n a l s
with the  speed-cont ro l  s igna l . In  the  v ic in i ty  of  t h e
f r e q u e n c y  of the  speed-cont ro l  s igna l  (fsc t10 p e r c e n t ) ,
the  leve l  o f  ind iv idua l  ex t raneous  signals i n c l u d i n g
spuriou8, harmonics and noise must be 40 dB or more below
the level  of  th~ s p e e d - c o n t r o l  s i g n a l . A better  procedure
is to leave one octave on e i ther  s ide  of  the  speed-cont ro l
s i g n a l  f r e e  o f  o t h e r  s i g n a l s .
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the restriction of the bandwidth of the baseband carrier system. By limiting the number of chan-
nels, particularly at higher frequencies, the input subcarrier signal magnitude to the transmitter can
be increased. Thus, a higher modulation index (ratio of the carrier deviation frequency to the data
frequency) and dynamic range can also be achieved. It is therefore the user’s responsibility to
determine acceptable trackmffs between the number (and frequencies) of subcarrier channels and
acceptable subcarrier SNR. Performance is also influenced by other considerations, such as hard-
ware capabilities. See [3.92, Appendix B] for a mare detailed discussion.

3.4.2 w Division Mul_. An increase in data channel capacity can be achieved at the
expense of per-channel bandwidth by transmitting a short sample of each measurement to form a
single signal. This process is referrcxi to as TDM. In TDM systems, several analog or digital data
signals may be filtered, sarnpl~ and assembled (commutated) into a single signal for transmission
on a common communication link, and subsequently raorded on one tape track. There are cur-
rently thee IRIG standard TDM formats: (a) Pulse Code Modulation (pCM), (b) Pulse Amplitude
Modulation (PAM), and (c) the rwently-standardized  ADARIO format (Analo@igital/Adaptable/
Recorder Input/Output). KM k usually preferred over PAM for dynamic measurements.

TDM requires that all signals be sampled prior to transmission andh recording. The sampling rate
R must be compatible with the user’s fkquency range requirements described in Sections 2.3 and
3.7. The user’s maximum frequency limit f~~, assumed achievable by the transducer (see Section
3.2.3.2) and signal conditioner (see Section 3.3), must be exceeded by the Nyquist cut-off fre-
quency associated the anti-aliasing filter of the sampling circui~ i.e., R >2 fmn. Sampling at least
2.5 times the maximum I-lquency using appropriate lowpass falters is recommended for frequency
domain processing of long duration stationary random or periodic signals (see Sections 5.4.2.2
and 5.4.3.2). This rate will be inadequate for transients or highly nonstationary signals when it is
necessary to sample peak values with negligible error [3.43]. For example, Appendix A recom-
mends a sampling rate of 10 times the maximum frquency for the computation of shock response
spectra for pyroshock unless digital interpolation is used (see Section A.3.5).

3.4.2.1 m Ckgie M~. . PCM data are transmitted as a serial bit stream of binary coded
words. Each word consists of a sequence of bits to represent a discrete magnitude of the data, an
assembly of event or discrete condition indicator bits, or a portion of a longer fragmented word that
cannot be contained within the PCM word format restrictions. The sample rate must also be com-
patible with the PCM fkarne rate so that the sample rate for each signal is a multiple or submukiple
of the minor frame rate as described in Section 3.4,2.1.5.

112

3.4.2.1.1  ~.PCM frame formats are divided into two classes. The ba-
sic, or Class I, format is most commonly usd and routinely supported by the test ranges and most
contractor data reduction facilities. The mom complex, or Class II, formats are permitted when
measurement ~uhements cannot be satisfied within one or mom of the Class I format constraints.



Since the Class II formats are not routinely supported by most range and contractor facilities, it is
recommended that the user observe Class I format resrnctions. Thus, the following discussion is
limited to listed Class I format resrncticms  [3.92].

The PCM frame contains a known number of bit intervals of equal duration. The duration and
number of bit intervals per frame remains fixed from tie to fm.me for the duration of the test or
flight. Figm 3,78 shows the gmphicd PCM frame structure [3,92],

MINOR FRANK
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CLASS II -16,384 6its
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●
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Q BY DEFINITION A MAJOR FRAME CONTAINS N ● Z WORDS,
“z” = THE NUMBER  of wOMS IN LONGEST SU8FRAK (Max.256)
“N” = THE NLJM~R OF WOMS IN MINo~ f~E.

● MINOR FRAME SYNC IS CONSIDERED W WORD, REGARDLESS OF LENGTH.

Figure 3.78. IRIG Standard Pulse Code Modulation Frame Structure [3.92].



3.4.2.1.2 ~. The permissible PCM code conventions for representing serial bi-
nary “ones” and “zeros” are identified and shown graphically in Figure 3.79 [3.92]. Only one
code is used in a single PCM bit stream. The transmitted or recoded bit stream is continuous and
contains sufficient transitions to assure bit acquisition and continued bit synckmization. The bit
rate is at least 10 bits/see but not greater than 5 Mbits/see (a Class I restriction). During any data
acquisition period, the blt rate must not differ from the specified nominal bit rate by more than
0,1%. The bit jitter must not exceed * 0.1 lit interval referenced to the expecttxl transition time
with no jitter. The expected transition time is based on the average blt period during the irmnd-
ately preceding l(K)O bits.

3.4.2.1.3 K21M.ds. Individual words may vary in length from 4 to 16 bits (a Class I resrnc-
tion). Subwoxtls (syllables) maybe combined to form a larger weld (up to 16 bits). Words of dif-
ferent length may be multiplexed in a single minor frame. The length of a WOKI in any identifkl
word position within a minor frame must remain constant. It should be noted, however, that
equipment restrictions at some facilities maybe limited to a fixed word length for all words in the
minor frame. To provide a consistent notation, the first word following the synchronization word
is numbered “one” and each subsequent woti is numbered sequentially within the minor frame.

It should be noted that PCM encoding always takes place slightly after the occurrence of the physi-
cal event or instantarmus  signal value. Due to this time delay, the information content of the PCM
“wed” occurs prior to the time of its sampling and commutation into the P(2M frame. The word
position in the PCM frame represents the commutation time. Some PCM multiplexer-encoders
have a “simultaneous sample and hold” feature that permits several closely related analog signals to
be sampled simultaneously, allowing the ADC to sample each held measurement sequentially. If
phase relationships between two or more signals is critical, it is important that the data analyst be
aware of the time relationship of the actual sampling process.

3.4,2.1.4 _ PCM F-. The minor frame is defined as the data structure, in time se-
quence, from the beginning of a minor fkame synchronization pattern to the beginning of the next
minor frame sync pattern. The length of the minor frame must not exceed 8,192 bits or 512
words (a Class I restriction). Each minor tlame should contain a frame counter that is a natural
binary count comesponding to the minor frame number in which the frame count word occurs.
The frame count word normally follows immediate y after the minor frame sync pattern (i.e., in
Word 1). The frame counter should be of nominal word length and be reset after reaching a maxi-
mum predetermined value, normally after the last minor frame in the major frame. The minor
frame sync pattern normally consists of a fixed digital word of at least 16 but no more than 33 bits,
Recommended sync patterns are listed in Table 3.6 [3.92].
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Table 3,6,

133ttem

7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33

Optimum Frame Synchronization Patterns for PCM Telemetry [3.92].

101 100
101 110
101 110
110 111
101 101
110 101
111 010
111 001
111 011
111 010
111 100
111 100
111 110
111 011
111 011
111 100
111 101
111 110
111 110
111 110
111 110
111 101
111 101
111 110
111 111
111 111
111 110

3.4.2.1.5 &@@r ~.

0
00
000
000
110
100
110
101
001
111
110
110
011
011
101
110
011
101
010
100
101
011
Ou
101
100
100

0
00
000
000
000
010
001
101
101
001
110
001
110
100
Ul
llo
110
101
110
110
111
110
110
010

0
00
000

010
001
011
101
110
001
111
101
001
010
011
001

%
011

0
00

100
100

100
100
110
001
100
110
100
101

0
00

100
100
110
llo
011
101
110
101
101
001

0
00

100

010

0
00

Oooo
0 0 0 0 0
Oooooo
010 Ooo 0
010 Ooo 00
010 011 Ooo

A major PCM frame consists of an integer number of minor
fkarnes that am rquhtxi in oder to include one sample of every parameter in the KM data stream
format. l%e number of minor fkamcs in a major frame must not exceed 256 (a Class I restriction).

Data words are commutated into the PCM format at rates that arc multiples (supcrcommutation) or
submuhiples  (subcommutation) of the minor frame rate. Supercommutati data words are equally
spaced in time within the minor frame format A subfkame is defined as one cycle of the para.mc-
ters from a commutator whose rate is a submultiple of the minor frame rate. An independent sub
frame is defied as a subframe that is not synchronous with and not an integer submultiple of ocher
subframes in the major !iarne. An independent subfhme has its own subframe counter. A depen-
dent subfiame is defined as a subframe that is synchronous with and thus an integer submultiple
of, w qual in length to, an indeWndent  subfiame in the major frame. Supcrcommutadon of data
words within a subti is permitted and mus~ as in the minor frame, occur as qually  spaced
multiple samples of the same parameter in the subframe.
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3.4.2.2 ~ M(@j@n. PAM data are transmittal as TDM analog pulses with the
amplitude of the information channel pulse representing the value of the sampled analog signal.
PAM waveforms may be modulated on an FM subcarrier and mixd with other analog signals in a
FDM system.

3.4.2.2.1 PAM F me ~d p~r . Each frame consists of a constant number of time-
sequenced channel intervals. The maximum frame length is 128 channel time intervals, including
the channels devoted to synchronizdon  and calibration. The pulse and frame structure conforms
to either Figure 3.80 (RZ-PAM, 50% duty cycle) or Figure 3.81 (NM-PAM, 100% duty cycle)
[3.92]. The channels are allocated equal and constant time intexvals within the fhme. Each chan-
nel contains a sample pulse that begins at the start of the interval and has an amplitude determined
by the amplitude of the measurement. Each frame is identified by the presen~ of a synchroniza-
tion interval. The sync pattern intend for RZ-PAM is two channel intervals and for NRZ-PAM is
five channel intervals. The amplitude pattern within the sync intenfal must conform to that shown
in Figure 3.80 or 3,81, respectively.

{OPTIOUAL  1

A 20 to 25 p.rcmt devia t ion

(OPT IOMU )

r-served f o r
pulse  synchroniza t ion  i s  recommond-d.

Figure 3.80. IRIG Standard 50 Percent Duty Cycle Pulse Amplitude Modulation with Amplitude
Synchronizuion  [3.92].
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ruLL SCAM
CIM;R&NNy

\ CMANMCL  t
ZC@O CALIO*ATION

(OPTIOMU )

Figure 3.81. IRIG Standard 100 Percent Duty Cycle pulse Amplitude Modulation with Ampli-
tude Synchronization [3.92].

It is mzcxnmcnded that in-process calibration be usd, and that Channels 1 and 2, immediately fol-
lowing the frame synchronization interval, be used for uro and full-scale calibration, respectively,
For FU-PAM, Channel 3 maybe used for an optional half-scale calibration. For NRZ-PAM, the
channel interval preceding Channel 1 maybe used for half-scale calibration if set to SO%.

3.4.2.2,2 ~ &-QCXO~. Data multiplexing at sampling rates that
are multiples (supercommutation)  and submukiples  (subcommutation)  of the frame rate is permis-
sible. The beginning of the longest submultiple frame intend is identifkd  by the transmission of a
sync pattern. All other submultiple frames have a fixed and known relationship to the identified
submultiple tlamc. The intexval of any submultiple frame, including the time devoted to synchro-
nhion, must not exceed 12$ times the interval of the ftame in which it occupies a reaming posi-
tion.

3.4.2.3 ~. The Analog/Digi@/Adaptable/Recorder Input/Output system ammmodates up
to 2~ (i.e., 16,777,216) data blocks with each block having 211 (i.e., 2048) 24-bit words [3.92].
The ADAIUO format accepts up to 16 channels of synchronous data with data rates ranging from
10 kbps to 35 Mbps per channel using the NRZ-L code at TI’L (transistor-transistor logic) levels.
When ADARIO &ta are to be recorded, the maximum bit rate must not exceed the maximum al-
lowable bit rate of the mcordcr. ADARIO prescxves phase coherence between channels, and pro-
vide channel source and timing information.
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3.4.3 ~. The demultiplexing process involves the instruments and procedures ustxl
to reconstruct the data format to its original f- i.e., that which existed immediately prior to mul-
tiplexing. For FDM data (also referred to as FM), demuxing involves selective bandpass filtering,
frequency detection and demodulation. For TDM data (PCM, PCMIFM, PAM or PAM/FM),
demuxing involves demodulation (for PCM/FM and PAM/FM only), synchronization and decom-
mutation. These processes are briefly described in the following sections [3.92].

3.4.3,1 J?DM Data Di~emod_ The FDM signal is input to a set of band-
pass filters and discriminators, where a separate discriminator is tuned to each subcarrier center
frequency. The demodulated signals are faltered within appropriate bandwidth limits and output as
analog data signals for further processing.

If the FDM signal source is from tape mcder playback, it is important to nxognize that tape speed
differences between the original recorder and the playback recorder will appear as false data on
each of the FM carriers and subcarriers.  A f~st order correction for this effect is to control the
playback recorder speed using a tape speed control (TSC) signal, which should have been recorded
on the original tape and copicxi on each reproduced or “dubbed” tape. A second order flutter com-
pensation is achieved by inputting the multiplexed signal, including a flutter compensation refer-
ence signal, to a refextmce discriminator. The reference discriminator output is an error signal that
is applied to the flutter compensation input port of each discximin ator where it is used to correct the
demodulated data. Both TSC and flutter compensation are discussed in Section 3.6.6.2.

3,4.3.2 ~CM Da@ Svnchromzatlon  and Decommutati~. . , The PCM waveform is perceived as a
digital bit stream that appears as one of the coded formats shown in Figure 3.78. Whether received
as output fkom a radio frequency (RF) receiver or from an analog tape playback (and demodulated
from an FM subcarrier,  if applicable), the PCM waveform is in reality an analog representation of a
digital signal. This noise-contaminated signal is sent to a PCM bit synchronizer, where the coded
binary bit stream is reconstructed fmm the analog signal, and a clock [3.93].

Typical operator-selected parameters are PCM binary code, bit rate and loop bandwidth. The code
and bit rate must match the incxning signal. A narrow loop bandwidih selection is preferred when
the SNR is low and there are long periods with few or no transitions. A wide loop bandwidth per-
forms best when the data rate is unstable. Bit rate instability is most commonly related to tape
recorder/reproducer time base error, occasionally to an unstable clock in the PCM en-
coder/transmitter system or, to a lesser degree, the Doppler effect associated with high velocity
approaching or receding vehicles. An excessively noisy PCM signal or a poor choice of loop
bandwidth can result in incorrect bit decisions or loss of synchronization. As with FM data, tape
recorder/reproducer time base error can be mitimiztxl with proper use of tape speed servo control.
Loss of bit sync will typically result in failure of the frame synchronizer to find the frame sync
pattern at the next expected location.

119



The bit synchronizer data output, usually NW-L, and clock signal are required inputs to the PCM
frame synchronizer along with bit rate, frame synchronization pattern and pattern length. There are
typically two and often three levels of sync status: (1) search, (2) lock, and (3) sometimes check or
verify. The frame sync fmt “searches” the incoming bit stream on a bit-by-bit basis until it finds
the expected pattern. It can then be programmed to go directly to the lock mode or to an interme-
diate status of verify for a specified number of pattern occurrences. Other optional inputs to the
frame synchronizer are (a) allowable bit errors in the sync pattern while in search, verify or lock
mode, and (b) the window size (in bit periods) to check for the expected pattern when in verify or
lock mode. Usually the window size is specified as O, *1 or N bit periods around the expected
location of the sync pattern.

Another required input to the frame sync is the number of bits in each word of the PCM frame.
This can be specified as a constant word or variable word length. If variable, the length of each
word must be defined. Each word is then “decommutated” and sequentially output to a bit-parallel
output port for input to a computer and/or word selector. The word selector is usually pro-
grammed to select specified words for distribution to other data processing instruments, such as
digital-twmi.log converters (DAC) and chart recorders. Most word selectors “hold” the last value
when frame synchronization is lost.

3.4.3.3 PAM Data Svnchro~t on and Decommui - The PAM waveform from a receiver,.

tape recorder, or as a demodulated signal horn an FM discriminator, is input to a PAM frame syn-
chronizer. Inputs to the frame synchronizer are waveform structure (e.g., NRZ in Figure 3.80),
frame length and position within the channel period to sample the analog value (usually at 20 to
40%).

The frame synchronizer searches the PAM waveform to locate the pqer sync pattern. Care must
be taken to avoid data channel assignments of PAM signals to contiguous word locations which
may assume values that produce apparent sync patterns and thus result in false sync. Other poten-
tial causes of poor sync are electrical noise superimposed on the PAM signal, tape
recorderfieproducer time base error, or an unstable commutator clock. Noise can originate fkom a
variety of sources which affects analog signals, including tape recorder/reproducer flutter. Flutter
compensation is achieved by use of the tape speed flutter compensation discussed in Section
3.4.3.1 for FM data. Tape recorder/reproducer time base error can be minimized with proper tape
speed servo control, as described in Sections 3.4.3.1 and 3.6.6.2. Compensation for unstable
commutator clocks is more difficult. Trial-and-error tests to establish average word rates can often
improve the tracking capability of the frame synchrofiizer. Fortunately, with current technology
electronics, this situation is rare. It is, however, important to be able to distinguish between fkame
rate jitter caused by an unstable clock and that caused by a variable speed tape drive.
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Output from the frame synchronizer is a sample of the data signal and a clock signal at each woxrl
(channel) time which are sent to a word selector. The word selector is programmed to select spex-
ifkxl WOIXIS  from the PAM data frame for distribution to analog chart recorders or to the ADC. The
ADC is typically an 8, 10 or 12 bit converter which is interfactxl to a digital computer or digital
chart recorder.

3.5 ~. Signal transmission from the signal conditioner between the instru-
ments ‘of the data acquisition and analysis system can be accomplished by one or more communi-
cation links. The selection of the most appropriate medium is dependent on a variety of factors
which influence data integrity and cost. This Handbook is not intended to present a detailed dis-
cussion of technological issues associated with the design of the communication media. However,
the selected data transmission approach may have a signitlcant impact upon data quality.

3.5.1 ~. For purposes of this Handbook, land lines consist of wire, coaxial cable,
twisted shielded cable, fiber optics and commemial telephone networks. Unshielded wire should
be avoided for transmission of analog signals due to interchannel modulation (or cross talk), ex-
cessive background noise, etc. Similarly, telephone networks may create problems due to back-
ground noise, unknown routing and switching, and noise effects at couplers and connectors.
Coaxial cables are the most commonly used transmission medium at the present time. Fiber optic
data links may be used to replace coax cable to meet low noise or security requirements. Cost ef-
fective installation and maintenance over long distances can also be limiting factors which influence
signal transmission quality. See Section 3.3.5 for cable selection and installation recommendat-
ions.

3.5.2 ~. Data transmission over long distances from air-to-ground,
ground-to-air, air-to-air and occasionally ground-to-ground (e.g., telemetering of data from rotat-
ing machinery at short range) involves the use of RF telemetry techniques. In this sense, use of
the word “air” also implies “space”. The procedures and equipment for conditioning the data for
transmission as a single signal are discussed in Section 3.4. The resultant complex signal, gener-
ally called the “baseband” signal, is used to modulate the transmitter’s output signal or RF carrier
that is radiated from the transmitting antenna. The receiving system consists of the receiving an-
tenna, telemetry receiver and telemetry demodulation, The government has designated certain
UHF bands for RF telemetry use, specifically 1.435 to 1.535 GHz in the L-Band, 2.20 to 2.29
GHz in the E-Band, and 2.31 to 2.39 GHz in the S-Band range [3.92].

3*5.2.1  ~. The transmitted data are provided in either digital or analog
forma~ as described in Section 3.4. The digital data format, calki  pulse code modulation (PCM),
is a serial bit stream of binary-coded time division multiplexed words organized into major and
minor ftames as described in Section 3.4,2.1 [3,92]. The PCM signal is used to modulate the RF
carrier frequency. ‘I%e characteristics of the modulation, usually frequency or phase modulation,
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and the performance of the transmission link are discusscxi in [3.93]. The performance of the
transmission system is characterized in terms of blt error probability versus bit energy -tmnoise
power density ratio.

The signal parameters of the analog sensor output that m m@red to configure the telemetry sys-
tem are the data bandwidth, including its cut-off frequency and roll-off rate, the dynamic range of
the signal (as discussed in Section 2.4), and the desired accuracy. These parameters are used to
dete~ne the sampling rate and number of bits per sample required to satisfy the dynamic range
and accuracy requirements, as discussed in Section 3.4.2.1. The sum of the bit rates of each of the
desired analog measumnents, when formatted into a PCM serial waveform with the format defined
in [3.92], determines the transmission data rate. As a general rule, a higher transmission data bh
rate necessitates a wider transmission bandwidth. As a consequence, more transmitter power is
required to maintain the desired bit error probabdity for a f~exl set of transmit and receive antennas
and receiver characteristics.

3.5.2.2 ~. The analog format is a composite baseband signal that consists
of multiple subcarriers that have been frequency modulated (FM) by the analog transducer signals.
The RF carrier is frequency modulated by the subcarrier FM signals. The performance of this type
of system is based upon the received signal-to-noise ratio (SNR, as defined in Section 2.4) [3.92,,
3.93]. For above-threshold operation, the received channel SNR for the i~ subcarrier is

(3.14)

where SN~ is the discriminator output SNR, SNRm is the intermediate frequency (IF) SNR, Bw
is the IF bandwid~, fC is the Iowpass filter bandwidth, fi is the subcarrier center fi~uency, Af~i is
the subcarrier peak deviation, and Afi is the peak RF deviation. Additional information on the
above equation can be found in [3.92, 3.93].

The signal parameters of the analog sensor output, required to design the telemetry system, are the
data bandwidth, including its cut-off frequency and roll-off rate, the dynamic range of the signal
and the desired accuracy. The number of subcarrier channels that may be used simultaneously to
modulate an RF carrier is constrained by the transmission channel bandwidth, the output signal-tb
noise ratio that is required, the transmitter power output capability, transmitter frequency deviation
capability, and the linearity and frequency response of the subcarrier oscillators and discriminators
employtxl. The RF transmission system can affect the data accuracy by introducing noise and in-
termodulation. The telemetry system needs to balance the contributions from each of these
sowves. The SNR of the telemehy system is degraded as the number of subcarriers increases, due
to increased interrnodulation, required bandwidth, and the requirement to stay within the available
maximum SNR performance as the additional signals increase the total sum of the FDM subcarrier
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signal magnitude. To accommodate additional channels, the power associated with individual sub
camiers must be reduced to stay within the available RF signal power limits, which decreases indi-
vidual SNRS. This situation may lead to data dropouts during the demodulation process.

3.6 ~The evoluti~ of data recording technology during the
last three decades has closely paralleled developments in the electronics industry. Early techniques
involved the data recording on oscillographs and low frequency pen chart recorders. These
recordings were often manually converted to numerical (digital) form for computation and analysis.
Recent developments show promise for high density optical and laser technology using tape or
disk instruments. Current systems use magnetic r~ording technology that interfaces to the data
acquisition and communications systems in two basic ways: (1) analog and digital magnetic tape
recorders, and (2) digital computers. The digital computer interface rtquires the use of telemetry
front end (TFE) equipment, such as those discussed in Section 3.4.3. Special software is required
to format the computer-acquired digital data and write these data on magnetic disks or computer-
compatible digital tape recorders. These systems are facility or application dependent and are not
covered in this Handbook,

Magnetic tape recorders can be roughly categorized as five general types, as follows:

(1)

(2)

(3)

(4)

(5)

Low fidelity portable tape rmorders, such as 4-track l/4-inch open reel recorders or audio
cassette recorders.

High density special application tape recotiers, such as those used for radar tracking (up to
400 tracks on 2-inch tape).

Rotary head helical-scan tape recorders, such as the l/2-inch single-track video and instru-
mentation cassette recorder. An edge track is sometimes available for voice, time code, or
event recording.

High fidelity instrumentation tape recoders, such as the 7-track l/2-inch, 14-track l-inch, or
28-track l-inch open reel reccxders.

Rotary-head helical-scan instrumentation tape recor&rs, such as thesingle-track  19-mm (3/4-
inch) digital cassette recorder recently included in [3.92], although it had been previously
standardized in [3.94]. Three edge tracks have been included for sourceJevent identification,
control, and time code. These recorders and cassettes are similar to but incompatible with the
video recorders and cassettes summarized under Category (3).

Of the above five types, only the ins~mentation tape recorders of Categories (4) and (5) are cov-
ered in IRIG Telemetry Standard 106-93 [3.92]. However, not all track configurations are avail-
able at all government test ranges and contractor facilities so it is necessary to ascertain what is
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available. The discussion in this Handbook will be limited to these categories. Current informa-
tion on magnetic recording appears in [3.95 - 3.97].

3.6.1 . The data storage capacity of a red or cassette of magnetic tape is normally
referred to as the “recording time” or duration. This depends on reel size, tape thickness, and tape
speed. Of the four open reel sizes specified in [3.92], the 10.5- and 14-inch reels are the most
commonly used. The tfi.pe spwd should be selected to march the tieqmmcy rqmnse  and recoding
time requirements of the application. Table 3.7 shows tape length and recording time versus reel
size and tape speed. These values are based on a nominal tape thickness of 0.001 in. (the tape
thickness of 0.0015 in. is being phased out by manufacturers). Two cassette sizes am specified in
[3.92], medium and large, having reading times of 24 and 55 minutes, respectively, when using
a digital data rate of 240 Mbps. A tape thickness of 16pm (0.(K)063 in.) is specified

Table 3.7. Magnetic Tape Speeds and Recording Time.

Reel Size, in. 10.5
mm 266 3:: 3:: d:

Tape Length, ft 4,600 9,200 10,800 12,500
m 1,400 2,800 3,290 3,800

Tape Speed, ips Recoding Time, minutes*

240
120
60
30
15
7.5
3.75
1.875

N 1;:: 1;::
15.3 30.7 36.0
30.7 61.3 72.0
61.3 122.7 144.0

122.7 245,3 288.0
245.3 490,7 576.0
490.7 981.3 1152.0

10.4
20.8
41.7
83.3

166.7
333.3

1%::

* Based on tape thickness of 0.001 in. (0.025 mm).

3.6.2 ~.. The effective frequency response of any tape recorder/reproducer
system is a function of tape head assembly specifications, tape speed, and magnetic tape specifica-
tions. A curnmt wideband top-of-the-line longitudinal mpe drive of most manufacturers is a 2 MHz
tape recorder operating at 120 ips using a suitabl y rated reel of tape Older 1.5 MHz machines are
still in use. Models that meet a 4 MHz specification include a 240 ips speed option. Double den-
sity recording (Direct, FM, or PCM) on magnetic tape at bandwidths equal to those used in widc-
band instrumentation recording, but at one-half the wideband tape speeds specifkd in [3.92], rc-
quirw sptxial record/reproduce heads and high perfbrmar:ce magnetic tape. Less expensive inter-
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mediate band 0.6 MHz tape recorders are commonly available, but are no longer included in
[3.92]. See Table 3.8 for details. For IRIG-sta.ndard helical-scan digital recorders, bit rates may
range horn less than 10 Mbps to as much as 256 Mbps.

3,6,3 ~ModQL Standard wording techniques, tape speeds and tape configurations are
required to provide a convenient interchange of recorded magnetic tapes between the test ranges,
government agencies and contractors. Any one of the following methods of information storage m
any compatible combination may be used simultaneously: (a) direct recording, (b) predetection
recording, (c) FM recording, or (d) PCM recording. Double density recording maybe used when

Table 3,8. Direct Record and Reproduce Parameters [3.92].

Tap. Speed
!!Yr4LJAc!sA

WIDE BAND

6096.0 (240 )
3048.0 (120 )
1524.0 ( 60 )
762.0 ( 30 )
381.0 ( 15
190.5 ( 7-1/2;
95.2 ( 3-3/4)
47.6 ( 1-7/8)

~ DS21SITY

3048.0 (120 )
1524.0 ( 60 )
762.0 ( 30 )
381.0 ( 15
190 .0  (  7-1/a;
9S.2 ( 3-3/4)

*3 dB R.oroduce Direct R.Cord Bias

0.8-4000
0.4-2000
0.4-1000
0 . 4 -  Soo
0.4- 2s0
0.4- 125
0.4- 62. S
0 . 4 -  31.29

2 -4000
2 -2000
2 -1000
a - 500

:.s: :%

Sat Frquoncy
LYuLkHA’

(OVSRBIAS  2-)

4000
2000
1000

Soo
2s0
12s

62.5
31.2S

(Ovaxmas 2 ds)

4000
2000
1000

Soo
250
12s

Direct  Record
Lovol Set ?reqwncy

J 1~ of &

400
200
1 0 0

5 0
2s
12. s
6.25
3.12

400
200
100

50
2s
12. s

‘Passband responso ref ● r e n c e  is the output ampl itudo of a
s inuso ida l  signal  at th. record level set f requency recorded at
Standard R@@erd Level. The  record  level set  frequency is  10
percent of th@ upper band edge frequency (O. 1  U B E )

2When set t ing record bias level ,  a  UBE f r e q u e n c y  i n p u t
signal  is  employed. The signal  input level  is  set  5 to 6 dB
b e l o w  s t a n d a r d  r e c o r d  level to avoid sa tura t ion  e f fec ts  which
could  resu l t  in ● r roneous  b ias  leve l  settings. The record bias
current  is  adjusted for maximum reproduce output level  and then
i n c r e a s e d  until tho output  l eve l  decreases  by  the  nuraber  of dB
indicated in the table (see paragraph 4.1.3.3 of volume 111,
RCC document 118-XX).
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recording time is critical; however, it must be used realizing that performance parameters may be
degraded [3.92]. Of the above methods, the Direct Record or FM Record may be viewed as
recording modes of the tape recorder/reproducer system, whereas predetection or PCM recoding
relate to the source of the signal to be recorded.

3.6.3.1 ~irect Reco~. Direct recording is a magnetic rwording technique employing a high-
fiequency bias signal that is linearly added to the data signal. The cxmposi.!e signal i.s then used m
the driving signal to the read head. The bias signal transforms the recording of the data signal so
that it is a more nearly linear process. Them are two classes, (1) wideband and (2) double density,
whose parameters are shown in Table 3.8 [3.92].

3.6.3.2 m Re_. . FM recording is a rwording technique using frequency modulation to
obtain response from DC to an upper specified frequency. FM systems forfeit the high frequency
response of Direct Record systems to obtain a much flatter operating data bandwidth, a greater
dynamic range, and low frequency and DC response. FM electronics maybe configured as a fea-
ture of the tape recorder and specified on an individual track basis, or can be provided external to
the recorder. If the data signal is frequency modulated external to the tape recorder, the recording
is usually made in the Direct Record mode and the signal is demodulated by external electronics
during the reproduce (playback) process. Table 3.9 shows the FM Recoxd parameters [3.92].

3.6.3.3 ~. . . Predetection  (Pre-D) signals consist of FM, phase modulation
(PM) or phase shift keyed (PSK) signals that have been translated in frequency. Predetection
recoding employs direct recording of the signal obtained by heterodyning the receiver inteme.diate
frequency (IF) signal to one of the center frequencies listed in Table 3.10 [3.92]. The recorded
signal is processed during playback as a Group II FM recording.

3.6,4 M Recording. An FDM signal maybe recorded in either Direct Record or FM Record
mode. However, FM is rarely used because of frequency limitation. To achieve optimum rwov-
ery of the recoded signal, several ancillary data signals should also be recorded These am covered
in Section 3.6,6.

3.6.5 M~. TDM data maybe recorded in either Direct Record or FM Record nmde.
TDM data that am carried on subcarriers are included in the signal and recorded as FDM data (see
Section 3.6.4). Other signals to be recorded in conjunction with TDM data are discussed in
Section 3.6.6. PAM data, as a separate signal, is recorded as an analog signal, either Director
FM. PCM data maybe recordcxi using one of several different methods: (a) Pm-D, (b) Post detec-
tion (Post-D) or (c) serial High Density Digital Recording (HDDR). Pre-D and Post-D apply to the
mmrded output from the RF telemetry receiver.
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Table 3.9. Wideband and Double-Density FM Record Parameters [3.92].

Tap Speed
tiM2EL

Croup I

47.6 ( 1-7/8)
95.2 ( 3-3/4)

190.5 ( 7-1/2)
381.0 ( 15 )
762.0 ( 30 )

1524.0 ( 60
z 3048.0 (120
4 !

Group II

47.6 ( 1-7/8)
95.2 ( 3-3/4)

95.2 ( 3-3/4) 190.5 ( 7-1/2)
190.5 ( 7-1/2) 381.0 ( 15 )
381.0 ( 15 762.0 ( 30
762.0 ( 30 ! 1524.0 ( 60 !

1524.0 ( 60 ) 3048.0 (120
3048.0 (120 ) 6096.0 (240 1

Carri.r
~ntar

Frqu*ncy
IKnz

6.7S0
13.500
27.000
54.000

108.000
216.000
432.000

14.062
28.125
56.250

112.500
225.000
450.000
900.000

1800.000

9.460
18.900
37.800
75.600

151.200
302.400
604.800

18.281
36.562
73.125

146.250
292.500
585.000

1170.000
2340.000

4.050
8.100

16.200
32.400
64.800

129.600
259.200

9.844
19.688
39.375
78.7S0

1s7.s00
315.000
630.000

1260.000

dc to 1.2s0
dc to 2 . s 0 0
dc to 5 . 0 0 0
dc,to 10.000
dc to 20.000
dc to 40.000
dc to 80.000

dc to 7.810
dc to 15.620
dc to 31.250
dc to 62.500
dc to 125.000
dc to 2S0.000
dc to 500.000
dc to 1000.000

Roqmimo

Band LiaAtm
dB 2

*1, -3
fl, -3
tl, -3
21, -3
*1, -3
il, -3
il, -3
il, -3

‘Input voltage levels per subparagraph 6.4.1~[3.92].

‘Frequency response referred to
100 Hz for channels below 13.5 kHz.

l-kHz output for FH channels 13.5 kHz and above, a n d



Table 3.10. Predetection Carrier Parameters [3.92].

Predetection Carrier
Tape Speed Center  Frequencyi 2

~ ~i~sl rnrnls (ire) kliz

Wide-Band Double-Density A B

6096 (240) 3048.0 (120 ) 1800 2400
3048 (120) 1524.0 ( 6 0 ) 900 1200
1524 ( 60) 762.0 ( 3 0 ) 450.0 600

762 ( 30) 381.0 ( 1 5 ) 225.0 300
381 ( 15) 109.5 ( 7.5) 112.5 150

‘The  prede tec t ion  record /p layback  passband  i s  the  car r ie r
cen te r  f requency  *66.7 percent .

2Use center frequencies in column B when da ta  bandwidth
exceeds the capabil i t ies of those in column A.

Table 3.11. h4aximum Rwommendai BitRates forPostdetcction Recoding [3.92].

P o s t - o
Tapo Speed Direct

Wide-Band

6096.0 (240 )

3048.0 (120 )

1524.0 ( 60 )

762.0 ( 30 )

381.0 ( 15 )

190.0 ( 7-1/2)

95.2 ( 3-3/4)

47.6 ( 1-7/8)

lrm/8 ( iDO )

Ooub10-D.nsity

3048.0 (120 )

1524.0 ( 60 )

762.0 ( 30 )

381.0 ( 15 )

109.5 ( 7-1/2)

95.2 ( 3-3/4)

--- ---

--- ---

1800

900

450

225

112

56

28

14

‘Direct recording of NRZ signals
u n l e s s  t h e  s i g n a l  f o r m a t  i s  c a r e f u l l y
low-frequency components for any d a t a

128

900 1800

450 900

225 4s0

112 225

56 112

28 56

14 28

1 14

is NOT recommended
des igned  to  e l imina te
expec ted .



3.6.5.1 ~ PCM Ret_ Pre-D employs direct recording of the signal obtained by
heterodyning the receiver IF signal to one of the center frequencies listed in Table 3.10 [3.92],
without demodulating the PCM signal. The maximum recommended bit rates for pre-D recor@ng
of NRZ data is qual to the pre-D carrier frequency. The maximum recommended bit rate for pre-
D recording of hi-phase (Bi@) data is equal to one-half the pre-D carrier frequency. For bit rates
greater than one-half the recommended rates, the preferred method of detection is to convert the
signal to a higher flequency before demodulation.

3.6.5.2 ~onPCM Recor~. Post-D employs the PCM signal (plus noise) at the video
output of the receiver demodulator. This signal is recorded by director wideband F’M recording
modes without converting the PCM signal to a hi-level form. Table 3.11 lists the maximum rec-
ommended bit rates versus tape speed for these recording methods and PCM codes [3.92]. The
minimum recommended bit rates are 10 kbps for post-D Direct Record Bi@, and 10 bps for post-D
FM Record,

3.6.5.3 ~. Serial HDDR is a method of direct
recording PCM data as a hi-level signal [3.98]. The recommended PCM codes for serial HDDR
are hi-phase level (Bi@-L) and randomized non-return to zero level (RNRZ-L), shown in Figure
3.75. The remrnrnended maximum bit packing densities m 15 kilobitsh.  (kbpi) for Bi@-L and 25
kbpi for RNRZ-L codes. These maximum bit packing densities translate to the maximurn recom-
mended bit rates listed in Table 3.12 [3.92], The recommended minimum bit rates are 5 kbps and
200 kbps for B@L and RNRZ-L codes, respectively. The Bi@-L code k recommended when the
PCM bit rate does not exceed the recommended maxirnun and the amount of tape required is not a
severe operational constraint.

Table 3.12. Maximum Recommended Bit Rates for Serial High Density Digital Recording (HDDR)
[3.92].

Wide-Band

6096.0 (240 )
3048.0 (120 )
1524.0 ( 6 0 )
762.0 ( 3 0 )
381.0 ( 1s
190. s (  7-1/2;
9S.2 (  3 -3 /4 )
47.6 (  1 - 7 / 8 )

Doubl..D.nsity

3048.0 (120 )
1524.0 ( 6 0 )
762.0 ( 3 0 )
381.0 ( 15
190. s ( 7-1/2!
9S.2 ( 3-3/4)
- - - - - -
--- ---

3600 6009
1800 3000

900 1500
4s0 7s0
22s 375
112 187’

93’
:: 46’

‘Reproducing data at  bi t  rates less than 200 kb/s  is not
recommended when using RNRZ-L.
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3.6.6 ~To achieve optimum mmvery of recordtxl da~ and to support
the data processing activities, several ancillary signals should also be supplied.

3.6.6,1 ~. For data processing using wideband and double density
recorders/reproducers, a tape signature reconk.d before and/or after the data provides a method for
adjusting the reproducer head azimuth and equalizers. A swept-hquency or white noise signature
may be recorded on those tape tracks that arc used to rtxmrd FDM data. A PCM. signature? using
the saine PCM binary code, should be recordtxl on the same tape tracks used for recording the
PCM data.

3.6.6.2 ~ and Flutter Co~,. The average or long term tape speed must
be the same between record and reproduce to avoid frequency offsets which may result in erro-
neous data. To minimize this problem, a reference signal should be recorded on one track of the
tape to servo-control the tape speed during reproduce. This constant-amplitude and -frequency
tape speed control (TSC) signal should be recoded on a separate track near the center of the tape
for optimum speed correction. However, the TSC signal maybe mixed with data subcarriers and
other signals if recording requirements permit and system performance is not seriously degraded,
as describd  in IRIG Standard 106-86 [3.92]. Tables 3.4 and 3.5 list the IRIG-recommendtxl
TSC fitquencies.

In addition to TSC, a high frequency signal is normally mixed with the data subcarrier signals,
usually inserted nmr the high frequency limit of each track, for flutter compensation. This signal is
used to control the center frequency of each discriminator on the applicable track during tape play-
back for flutter correction. IRIG-recommended flutter compensation frequencies are also listed in
Tables 3.4 and 3.5 [3.92].

3.6.6.3 ~ Code Rec- . Modulated-carrier time code signals (IRIG-A,-B and -C) are
widely used for identifying specific dynamic events, and for assisting in subsequent data analysis
operations, although other formats are available [3.99]. To ensure that the time code signal will be
usable during subsequent operations, a channel bandwidth of seven or more times the time code
carrier frequency should be used. The recorder tape speed must be compatible with this band-
width, as well as the desired frequency range of the measurements. If not another IRIG time cock
should be selected, or the time code signal should be recordtxl as a DC shift using DC shift encod-
ing and decoding instruments. For example, when rwording the IRIG-B time code (the one most
frequently used), care must be taken to provide low frequency response down to DC. The Direct
Record low frequency cutoff of some intermediate band and most @.deband nxorders  is 400-800
Hz. The time code is often rtxorded as a frequency multiplexwi signal along with voice and re-
ceiver signal strength signals.

3.6.6,4 ~~ Receiver signal strength information can assist in-
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strumentation personnel and the data users to identify if or when dynamic datai which have been
telemetered before recording, become invalid. Without this signal, for example, it is often difficult
to separate valid random data from background noise that is due to weak RF receiver signal
strength. Receiver signal strength data are usually muxd with voice and time code signals, and
recorded as a FDM signal (see Section 3.6.4).

3.6.6.5 ~. . Voice and/or event signals may be recorded on the edge
track or muxed with other signals (time caie, signal strength) for wording as FDM data.

3.6.7 ~. . The frequent playback of original tapes is not recommended. Tape recorder
malfunction can stretch, break or otherwise damage a tape, causing the data to be either degradti
or lost. Unintentional over-recording or erasure can also occur. The use of tape copies, called
dubs, fmm original tapes is therefore recommended. With proper packaging and careful handling
and storage (see Section 3.6.8), dub tapes can be transported world wide and stored so that data
analysis can be performed remotely from the data recording facility and repeated years later if ne~-
essary. Lost or damagtxl  dubs can usually be replaced with minor inconvenience. To achieve
faithful qmduction  and optimal data quality in a dubbed tape, the following copying practices are
suggested:

(a) Align the reproduce head azimuth to the original tape.
(b) Adjust the reproducer equa.hrs  correctly.
(c) Reproduce the recorded FDM or PCM tape signature from the original tape.
(d) Reproduce the recorded tape speed control and flutter compensation signal from the original

tape.
(e) Convert the PCM signal from the original tape to a hi-level signal prior to recording a dub.

The PCM bit synchronizer should contain circuitry to reestablish the baseline reference PCM sig-
nal. This circuit is essential when reproducing RNRZ-L bit rates less than 1 Mbps. The PCM bit
synchronizer loop bandwidth should be selected for optimum performance between 0.1 and 3% of
the bit rate. If an appropriate bit synchronizer is unavailable, the tape can be copied directly, but a
decrease in SNR can be expected

3.6.8 ~ S-. Magnetic tape is subject to deterioration at extremes of temperature and hu-
midity, as illustrated in Figure 3.82 [3.100-3.102]. In some cases the damage is reversible, but
irreversible damage may occur during long-term storage in unfavorable conditions. Figure 3.82
also shows recommended storage conditions.

3.6.8.1 ~.. The primary mechanism of tape aging and
degradation involves a chemical reaction between binders and envirmmental moisture [3.95 -3.97,
3.100- 3.102], as follows:

131



la

90

80

70*

20

10

0

t 1 t I I

\
14%

HYDROLYSIS 3=
\

‘ACCE?TAtLE-

TAl?&
Am 7

STORAGE

Y

RWOMMENOCO
STORAOR

(am, 40s RIO

- lo 0 10 20 m 40 50
TEWEMTURE,  %

( I I I 1 I I 1 I r I
20 m 40 w a 70 @ ~ la 110 120

WMPERATURR,  *

Figure 3.82. Recornmended Temperature and Humidity Ranges to Avoid Magnetic Tape Deter-
ioration [3, 102].

(a) At high humidities, abrasion is increasd and other performance problems, such as tape drag
and friction, may arise.

(b) At low humidities, tape binder and oxide tend to dry OUL resulting in unsatisfactory oxide
ad binder adhesion.

(c) At high temperatures, the binder/oxide system becomes sticky (gummy) and unusable. High
temperatures also accelerate atmospheric moisture hydrolysis.

(d) At low temperatures (below freezing), lubricants and plasticizers tend to migrate out of the
oxide coating, resulting in gummy surface deposits.

Vacuum and heat sealing of tape in plastic air-tight bags can reduce the effects of atmospheric
moisture during long term storage. Tapes that have been subjected to unfavorable conditions can
often be restored to a usable state by a drying and cleaning process. The drying process should be
done over 24-48 hr in a precise temperature controlled laboratory oven at 1040F. Use of a com-
mercially available tape cleaner to remove dust and residue after drying is recommended
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3,7 - - t o - D i g i t a l  Conve~. Essentially all modern analysis of dynamic data is accom-
plished using digital computational procedures. Hence, the analog signals from the transducers
and signal conditioners (see Sections 3.2 and 3.3) must ultimately be converted to a digital format.
This digital conversion may occur on-line prior to telemetry and/or data recording and storage op-
erations, as discussed in Sections 3.4 and 3.5.2. In other cases where the data are initially ac-
quired and stored in analog form, usually as FM tape recordings, the digital conversion may be
accomplished after the data acquisition when the analog signals are reproduced for data analysis.
Figure 2.2 shows some of the alternatives. In any case, a digital conversion operation must be
performed by an instrument generaUy referred to as the analog-to-digital converter (ADC).

3,7,1 ~. A wide range of ADCs are commercially available [3.103]. For the case of
special purpose digital signal analysis equipmen~ digital telemetry, and digital tape recorders, the
ADC is an integral part of a more general instrurnem For those cases where the ultimate data anal-
ysis will be accomplished on a general purpose digital computer, the ADC will probably be a sepa-
rate instrument.

3.7.1.1 ~. Early ADCs were commonly mechanical devices that used a shaft
angle-to-digital conversion procedure. Essentially all modem ADCs, however, m direct voltage-
to-digital (electronic) devices. The detailed operating principles for electronic ADCs vary widely
[3.1, 3.2,3.103, 3.104], but the basic elements in the simplest type of device are schematically il-
lustrated in Figure 3.83. The input analog signal is passed through a “sample-and-hold” ampliiler

x(t) x~h(t)

&E ‘ t5k@Comparator

t sample t Pulse
and hold

+ former
Analog input, x(t) I amplifier I

w
I pulse

I !
Digital outpu~ x(nAt)

Figure 3.83. Schematic Diagram for a Simple Analog-to-Digital Converter.
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to make the input signal appear as a step function with a constant time duration per step. This step
version of the analog input is then compartxi to a repetitive lamp function productxi by a sweep
generator driven by a timing pul~ generator or clock. A binary counter is initiated at the start of
each sweep cycle, and is stopped at the instant the sweep signal value coincides with the input
analog vahe out of the sample-and-hold amplifler. This produces a series of digital values repro
senting the values of the input analog signal spaced al equal time increments.

3.7.1.2 - Form~. Commercird ADCS are usually either binary or ASCII (American
Standard Code for Information Interchange) systems. A binary system maps a continuous signal
onto a set of two digits, namely, O or 1, while an ASCII system maps the signal onto a set of ten
digits, specifically, O to 9. Binary systems are simpler to build, but usually rrquire machine-lan-
guage programming to process data. Conversely, ASCII systems are functionally more compli-
cated and less efficient, but have the advantage that data maybe read directly by any computer pm
gram written in a common language, such as FORTRAN. Also, ASCII systems can drive terminal
and register displays directly. Essentially all special purpose signal processing instruments, where
the ADC inputs directly to data analysis algorithms, use binary systems. ASCII systems are gen-
erally used only for simple “stand-alone” instruments, such as digital voltmeters.

3.7.1.3 ~.
defined as

From Section 2.4, the dynamic range (DR) of any system is generally

DR = 1010glo(~)2 (dB) (3.15)

when XW is the maximum instantaneous value of the signal that can be transmitted by the system
without distortion, and xmin is the minimum detectable value of the signal at the output display.
For ADCS, it is common to assume xmin is the digital resolution increment Ax provided by the
ADC, Starting from zero, the maximum range for an ADC is x~m = (2II - 1) Ax, where n is the
ADC word size; i.e., the number of bits (excluding a sign-bit) used by the ADC to express a num-
ber. It follows that the dynamic range of the ADC can be expressed in dB by

ADC DR = 10log10 (2” - 1)2 (dB)
=6n; n>5 (3.16)

The dynamic range of an ADC can also be expressed in terms of a peak signal-to-noise level
(PS/N), which from Section 2.4 is given by

( )
Ps/N = lologlo * 2 (m) (3.17)
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where on is the standard deviation of the noise. For an AD(!, the noise can be viewed as the
round-off error associated with converting the instantaneous value of a continuous analog signal
into a number taken from a finite set of numbers, determined by the AD(! word six. If it is as-
sumed the round-off error (often referred to as the digital or computational noise) occurs randomly
with a uniform distribution over the digital resolution interval Ax, the standard deviation of the
round-off error is given by on = Ax/m, [3.105, 3.106]. From Equation (3.17), the peak signal-
to-noi~ level is then given by

ADC PS/N = 10 loglo [12 (2” - lY] (dB)
==6n+ll; n>5 (3.18)

The word size for modem ADCs generally ranges ffom 6 to 18 bits, with 10 or 12 bits being the
most common in current use, and 16 bits available in the newest instruments. The dynamic range
and the peak signal-to-noise level provided by an ADC with these various woni sizes are surnmii-
riztd in Table 3.13. The data in Table 3.13 represent the theomxical maximum DR and PS/N, re-
spectively, that can be provided by the ADC. In practice, other factors (e.g., analog noise in the
ADC) often limit the DR and PS/N to something less than these theoretical values, particularly
when the word size is large. Hence, to be conservative, the word size used to estimate the DR
and/or PS/N of an ADC should be one less (two less if a sign-bit is used) than the actual word size
quoted for the ADC.

It is recommended that the analog-todigital conversion of acquired dynamic data be performed
with an ADC that has a word size of no less than 10 bits (excluding the sign-bit, if used). This
provides aDR254 dB (PS/N265 dB), which usually will be better than the net signal-t~noise
level of the analog instruments in the data acquisition system preceding the ADC, particularly if an
analog FM telemetry system is used to transmit the signals or an FM tape recorder is used to store
the signals prior to the ADC. It should be mentioned that some of the older “on-bcxml” Pulse Code
Modulation (PCM) systems that may still be in use in the aircraft industry have only 8 bit ADCs.

Table 3.13. Decimal Digits and Peak Signal-@Noise Level for Analog-tcXl@al  Converters.

Word Size Range of Number of ADc Dynamic Peak Signa.l-To-
(Numhr of Bits) Counts Decimal Digits Range, dB Noise Level, dB

6 63 1.8 36 47
8 2 5 5 2.4 48 59
10 1,023 3.0 60 71
12 4,095 3.6 72 83
14 16,383 4.2 84 9 5
16 65,535 4.8 96 107
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As these older systems are retired, it is recommended that they be replaced by newer systems with
at least 10 bi~ and preferably 12 bit, ADCS.

3.7.2 ~,. . Analog-to-digital conversion is normally performed with a
fixed time interval between sample values, denoted by At in sec. This sampling interval is clearly
related to the sampling rate of the ADC, denoted by R~ in samples/see (sps), i.e., R~ = l/At.
Sampling rates for current “off the shelf’ ADC instruments range up to ~ = 107 sps for 12-bit
words ‘and R~ = 106 sps for l(i-bit words.

The sampling rate R~ introduces an upper frequency limit on the resulting digital dam independent
of the frequency limits that may be imposed on the analog signal by the data acquisition system
prior to the digital conversion. Specifically, since at least two sample values per cycle are required
to describe a frequency component in a continuous analog signal, the analog-to-digital conversion
imposes an upper frequency limit of

fN = l/(2At) = R@ (3.19)

where fN is called the Nyquist frequency (sometimes calkxi the folding frequency). If the sampling
rate of the ADC is such that there are frequency components in the sampled analog signal above the
Nyquist frequency fN, these components will appear in the digital data at frequencies below fN, as
shown in Figure 3.84. This unwanted phenomenon is called “aliasing”. The frequencies in the
OI@Md data above fN that wi~ k aliasd Wkh fin the range 0< f < fN are defined Elative tO fN by

f~= (2nfNtf); n= 1,2,3, ,..

True signal Aliased signal

tz i3

(7x4

4

(3,20)

Time

Figure 3.84. Illustration of Aliasing due to an Inadequate Digital Sampling Rate.
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The consequences of aliasing  in the computation of an autospectrum for a random signal (see
Section 5.4.3) are illustrated in Figure 3.85. It is important to understand that once the analog-to-

. digital conversion is completed, there is no way to know from the digital data if aliasing occurred,
Furthermore, even if it were known that aliasing occurred, there is no practical way to correct the
digitized signal for aliasing indwed errors. See [3.’ 05, 3.106] for details.

f)

Computed spectrum

Aliased components

o h 2fN -

Frequency

Figure 3.85. Illustration of Aliasing Error in the Computation of an Autospectral Density Function.

3.7.3 ~. Because of the severe distortion aliasing can introduce into
digital data, it is imperative that aliasing be made negligible by assuring the analog signal being
sampled has no significant frequency components above the Nyquist frequency, f~ed by the ADC
sampling rate. This is accomplished through the use of an analog lowpass falter at the input to the
ADC, referred to as the anti-aliasing filter. Of course, the Nyquist frequency for the digital con-
version of data signals may sometimes be much higher than what is believed to be the upper fr-
equency limit of the analog instrumentation used to acquire the signals. Nevertheless, due to the
possibility of unexpected high fkequency components in the analog signals and the potentially dis-
astrous consequences of aliasing, under no circumstances should analog-to-digital conversion be
accomplished without an analog lowpass (anti-aliasing) filter at the input to the ADC.

3.7.3.1 cut-off ~. To provide a margin of safety, the upper cut-off frequency of the
analog lowpass anti-aliasing  filter, denoted by fC, should be set somewhat below the Nyquist tle-
quency fN. The desired value of fc relative to fN depends on the cut-off rate of the anti-aliasing fil-
ter, the type of analysis to be performed, and the anticipated mean square value (power) in the sig-
nal abO\@ fN. For mOSt app~CZtthS,  the following rtmmmendations apply:

(1) A lowpass anti-aliasing filter with a cut-ofi rate of at least 60 dB/octave should be used for
the analog-tcx-ligital conversion of all dynamic data.
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(2) With a 60 dB/octave cut-off rate, the half-power point cut-off fkquency of the filter should
h? W at fc S 0,6 fN.

(3) If the anti-aliasing filter has a mom rapid cut-off rate, a higher cut-off frequency can be used,
but the bound f,< 0,8 fN should never be exceeded

See Section 5.5.3 for the more resrnctive recommendations that apply to the digital conversion of
transient signals for shock response spectrum computations.

3.7.3.2 ~ I%-. . In recent years, ADC systems that employ oversampling  and
digital anti-aliasing filters have come into wide use. These ADCS operate at a very much higher
sampling rate (commonly 106 sps or higher) than is required for the upper frequency limit of dy-
namic data analysis (usually 20 kHz or less). ‘he oversarnpled signal is then digitally lowpass fil-
tered and decimated to obtain a digital time history with a lower sampling rate and upper cut-off
frequency appropriate for the desired data analysis. Of course, a lowpass analog fflter must still be
used prior to the ADC to suppress aliasing in the original analog signal, but the final anti-aliasing
operation is accomplished by a lowpass digital filter with a much lower cut-off frequency. Hence,
the characteristics of the analog filter are not critical to the resulting digital data This approach to
the suppression of aliasing offers two advantages, namely, (a) digital filters with desirable cut-off
and phase characteristics are cheaper and more stable than analog filters, and (b) the digital lowpass
faltering/decimation operation will enhance the signal-to-noise level of spectra computed from the
resulting digital time series [30 107].

3.7.3.3 Mj@@e ErroN . It is obviously desirable for anti-aliasing filters to have a flat tkquency
response over the widest possible frequency range below the cut-off frequency fC. However,
compromises are sometimes required to achieve the desired phase characteristics discussed in
Section 3.7.3.4. In any case, it is recommended that the frequency response of anti-aliasing filters
be flat to within a maximum of k 10% (preferable to within k 5%) over the frequency range where
the spectral properties of the signals will be computed during data analysis.

3.7.3.4 ~. Most lowpass filters produce frequency dependent phase shifts in the sig-
nals they pass, particularly at frequencies near the cut-off frequency of the filter. Hence, the low-
pass filtering operation for anti-aliasing purposes may introduce phase errors that will distort the
time history of the signal. If the ultimate goal of’ the data acquisition is, for example, a single
channel autospectrum analysis, phase errors in the time history are unimportant since they do not
influence the autospectrum computation (see Section 5,4.3). On the other hand, time domain anal-
yses, such as probability density or shock response spectrum computations, and dual channel
analyses, such as cross-spectrum and frequency response computations, may be adversely affected
by phase errors.
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To suppress such potential problems, filters that provide a constant time delay (linear phase) are
theoretically desirable for anti-aliasing purposes. Bessel falters have a linear phase function below
their cut-off fi-equency, but are not recommended because of their poor cut-off characteristics.
Butterworth filters have good cut-off chamctenstics,  but introduce a nonlinear phase, particularity
near the cut-off frequency. Elliptical filters can be designed to have good cut-off characteristics
and near-linear phase up to the cut-off frequency, but their frequency response above the cut-off
frequency may reveal strong leakage lobes. Of course, if the final anti-aliasing operation is ac-
complished using digital filters, as discussed in Section 3.7.3.2, anti-aliasing filters of any type
can provide a zero phase shift at all frequencies by filtering the sequence of digital values first for-
ward and then backward in time, For certain types of analyses (e.g., the computation of shock
response spectra), the potential emors introduced by the nonlinear phase characteristics of the anti-
aliasing filter can be avoided by simply limiting the analysis of the signal to about twcAirds of the
cut-off frequency of the filter [3.108].

In general, either Butterworth or elliptical filters are recommended for anti-aliasing purposes, al-
though other types of filters maybe acceptable depending on the analyses that will be performed
and their ultimate applications. However, what ever type of filter is selected, the recommendations
in Sections 3.7.3.1 and 3.7.3.3 regarding the falter cut-off rate and frequency response apply.

For dual channel analysis, the frequency responses (both the magnitude and phase characteristics)
of the anti-aliasing fflters should be carefully matched. Precisely matched lowpass falter character-
istics are most easily achieved using the procedure discussed in the Section 3.7.3.2, where the
analog signal is originally sampled at a much higher rate than needed for the analysis, and is then
digitally lowpass filtered and decimated [3,107].

3.7.4 ~r ADC Erro~.  Beyond the digital noise and aliasing problems, there are various other
potential sources of error that can be introduced by the ADC. The most important of these am as
follows:

(1) Aperture error, arising from the fact that each data sample is taken over a finite period of time
rather than instantaneously.

(2) Jitter, arising from the fact that the time interval between samples can vary slightly in some
random manner.

(3) Nonlinearities, arising from such ~urces as bit drop-outs, quanthtion spacing, and zero
discontinuity.

In modern AIX! instruments that are properly maintain~ the errors in the digital time history due
to these miscellaneous sources should be negligible. See [3.103, 3.106] for details.
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3.7,5 ~,. . It is common to acquire and digitally convert two or
more measurements simultaneously, often with the intention of later performing various dual chan-
nel analyses such as cross-spectral density, coherence, frequency response, and cross-correlation
computations (see Section 5.6). Since the ADC will commonly have a very much higher sampling
rate than required to achieve the desired Nyquist frequency for a single signal, multiple signals can
usually be digitized by time division multiplexing through a single ADC. In other cases, where
there are a large number of signals that must be analyzed to nAatively high frequencies, parallel
ADC instruments maybe requixed.

3.7.5.1 ~. . Let R’ be the sampling rate (corresponding to
a sampling interval of At) for an ADC, and &l be the desid sampling rate (corresponding to a
sampling interval of Atl) for each of a collection of k signals to be digitinxl. It follows that the k
signals can be converted to digital values by sequential sampling through the single ADC as long as
kR,l S R,. However, if this is done by multiplexing the signals into a single sample-and-hold
amplifler, there will be a time delay of AI between the n~ sample value from one digital time his-
tory to the next. For those cases where the digitized signals axe to be analyzed in terms of single
channel quantities only (see Sections 5.4 and 5.5), this slight offset in the time base of the various
signals poses no problem. On the other hand, if the signals are to be used for dual channel analy-
sis, such as frequency response estimates (see Section 5.6.3), the time base offset will translate
into a linear phase error in the resulting computations. Of course, this phase error can be corrected
by appropriate software, but a better procedure is to avoid the time base offset initially by using
multiple sample-and-hold circuits in the ADC that will store the k signal values sampled simultane-
ously from the k channels until all are sequentially converted into digital words, It is recommended
that ADCS with multiple sample-and-hold circuits be used for the digital sampling of all data sig-
nals intended for dual channel analysis of any type.

3 . 7 . 5 . 2 -  Con-on thro~ A~Q. Using the notation defined in the foregoing
section, if kR~l > R~, it follows that two or more ADCS will be needed to simultaneously convert k
signals into digital time histories. For those cases where the digitized signals are to be analyzed in
terms of single channel quantities only (see Sections 5.4 and 5.5), the use of multiple ADCs poses
no problem. However, no type of dual channel analysis should ever be attempted on two digital
time histories produced by two independent ADCs. The problem here is similar to that associated
with a dual channel analysis of two signals recorded on two separate tape recorders (see Section
3.5). Specifically, two independent ADCs cannot be perfectly phase cohemmt. Hence, even when
the input to the two ADCS is a common analog signal, the digital time histories produced by the
two ADCS will have a coherence that diminishes with increasing frequency.

The problem of maintaining phase coherence among two or more ADCs can be resolved by slaving
the ADCS to a single master unit, so that the sample times are determined by a common timing
pulse generator or clock. This procedure is commonly used in equipment with multiple ADCs, and
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is strongly recommended for all data acquisition whe~ dual channel analyses of the resulting digi-
tal time histories may be required.

3.7.5,3 ~. . Beyond the possible time off-set problem dis-
cussed in Section 3.7.5.1, there are two other sources of relative time delays among the channels
in a multiple-channel digitd conversion that must be considered and corrected for later dual channel
analyses. The first is the time delay in sample-and-hold ampl.i.fims ctNJs@ by different carrier sig-
nal fiwipencies. The second is the relative time delays caused by the different lag times of subsys-
tems in the data acquisition system. In both cases, the resulting phase error between any two
channels will be linear. Hence, it can be easily corrected in the later data analysis if it is detected
and quantified by appmpritie  calibration procedures d@ussed in Section 3.8.

3.7.6 --to—~. There is sometimes a need to convert a digitized time history,
or some digital analysis of that time history, back to an analog signal, This operation is easily
accomplished using a digital-to-analog converter (DAC). The underlying theory governing the
operation of a DAC is the sampling theorem [3.105], which may be broadly stated as follows: If
an analog signal x(t) is digitally converted to N equally spaced discrete values, xi; i = 1, 2, ..,,  N,
such that N 2 2BTr, where B is the bandwidth of the signal and Tr is the measurement duration,
then the original signal x(t) can be recovered from the digital values, xi; i = 1,2, ..,, N, by interpo-
lation, See [3. 103, 3,104] for details on the operation of a DAC and appropriate interpolation cir-
cuits.

3.8 ~. , . The calibration procedure for all elements of the data acquisition system
may be divided into three separate categories; (a) laboratory calibrations of individual instruments,
(b) end-to-end electrical calibrations of the system, and (c) end-to-end mechanical calibrations of
the system

3.8.1 ~. , . Most organizations engaged in the acquisition of dynamic data have
a speciilc group or instrument laboratory that is responsible for providing the necessary instrument-
ation. Such groups commonly have a formal procedure and schedule for the routine maintenance
and calibration of individual transducers and instruments, If such a group does not exist, it is rec-
ommended that it be created as outlined in MIL-STD-45662A [3.109]. The exact details of how
the transducers and instruments are maintained and calibrated should be based upon the manufac-
turer’s recommendations, with additional guidance from established reference e.g., [3.6, 3.8,
3.22,3.109- 3.112], However, certain minimum requirements am wommended, as follows:

3.8.1.1 ~. It is recommended that all reusable transducers (e.g., accelerometers and
pressure transducers) be calibrated against a National Institute of Standards and Technology
(NIST, formerly the National Bureau of Standards) traceable reference in compliance with MIL-
STD-45662A at least once a year, or after any usage or accident where possible damage or extreme
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conditions beyond the advertised limits of the transducer are suspected. A more frequent calibm-
tion schdulc should& used if recommended by the transducer manufactum. For the special case
of accelerometers used for pyroshock measurements, a calibration before and after each usage is
suggested. The calibrations should be performed at selected amplitudes and frequencies covering
the entire useful amplitude and frequency range of the transducer using procedures and equipment
that control all facets of the dynamic environment e.g., the amount of transverse excitation applied
to an accelerometer being cidibratd

When transducers are newly purchased, or are recalibrated by a calibration service, a certificate
should be provided that states the traceability to NIST through an identified transfer standad trans-
ducer. This certificate should arly state which portion of the calibration is sin ply typical for the
transducer type or model, and which is actually measured on the transducer being calibrated

3.8*1.2 ~. All signal conditioners, data recording and storage devices, telemetry,
and mux/demux instruments, whether analog or digital, and all independent ADCs should receive
routine maintenance and calibration in accordance with the manufacturer’s recommendations at
least once a year. The exception to this recommendation is the tape or cassette rtx er/reproducer,
whose electromechanical assemblies require maintenance and calibration based on usage, i.e.,
recording, reproducing and rewind time, and total tape length. Tape heads need regular inspection
for oxide removal, head wear, and azimuth adjustment. Record and reproduce electronics should
be routinely checked for carrier and/or subcarrier center frequency and band edge (or modulation
index) deviations, as applicable. Tape copying and storage issues are summarized in Sections
3.6.7 and 3.6.8, respectively. Thorough discussions and recommendations for recorder mainte-
nance and tape storage are available from manufacturers and [3.95 - 3,97].

All cables and land lines, and their connectors, should receive routine inspection, and if warranted,
repair or replacement at least once a year.

Beyond the above recommendations, all signal conditioners, data recording and storage devices,
telemetry, mux/demux instruments, and all independent ADCS, that are used for multiple-channel
analysis should be checked at least once a year for static and dynamic time base errors between
channels or trwks by the following procedure:

(1) Insert a common random signal with a nearly uniform autospectrum (see Section 5,4.3)
simultaneously into all channels or tracks of the instrument. The bandwidth for the input
random signal should exceed the advertised bandwidth of the instrument being calibrated.

(2) Compute the coherence and phase (see Sections 5,6.1 and 5.6.2) between the output of each
channel or track of the instrument with every other channel or track.
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(3) The phase between the output of each channel or track versus all other channels or tracks
should be zero over the entire frequency range of the instrument. A non-z.em phase between
the two channels or tracks is usually caused by a fixed time delay, which will appear as a lin-
ear ramp function starting with zero phase at zero fkequency, as illustrated in Figure 3.86. If
possible, adjustments should be made to the instrument to make the phase zero at all fre-
quencies. Otherwise, the phase versus frequency measural between the various channels or
tracks should be recorded and used to make corrections to the phase computed during later
dual channel analyses (see Section 5.6) of the data acquw using that instrument.

-n

Figure 3.86. Illustration of Linear Phase Shift due to Time Delay between Two Instrument Chan-
nels or Tracks with a Common Input Random Signal.

(4) The coherence between the output of each track or channel versus all other tracks or channels
should be unity over the entire frequency range of the instrument. If it is not, this is indica-
tive of a dynamic time base error, a nonlinearity, or excessive noise in one or both channels
or tracks of the instrument. For the case of analog tape recorders, a lack of perfect coherence
between the tracks may be due to dynamic skew of the tape, which commonly produces a
coherence plot like that shown in Figure 3.87. Problems of this type often cannot be cor-
rected by simple adjustments, and may require an overhaul or replacement of the instrument,

I 1. -f
Frequency

Figure 3.87. Illustration of Coherence due to Lack of Phase Lock between Two Instrument
Channels or Tracks with a Common Input Random Signal..
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3.8.2 &@~F~. ,. . An end-to-end electrical calibration means a full calibra-
tion of the instrumentation from the closest point to the transducer to the output whcxe the analog or
digital signal will normally be analyzed. It is recommended that an end-to-end electrical calibration
be performed on all channels of the data acquisition system prior to each test for which the system
is used. The calibration should be performed with the data acquisition system in its completed
configuration, including all transducers mounted, cables installd  and all signal conditioner gains
set as they will be for the actual measurements. If a different gain setting is used for the calibra-
tion, it should be recoded so that the calibration results can be later corrected for the gain used to
make the actual measurements. In those cases where the squired data are to be recorded and
stored for later analysis, the calibration signals should be recordcxl and stored in exactly the same
manner, and the calibration performed on the output signals from the storage device. The lack of
an appropriate end-to-end calibration is probably the most important of the major causes of errors
in dynamic measurements, as listed in Section 2.10.

End-to-end electrical calibration can be accomplished by either of two techniques:

(1) For most types of transducers (including piezoelectric), a calibration signal can be applied
across a resistor insertui in the circuit between the transducer and the signal conditioner
[3. 113], The voltage insertion cimuit and power supply must be ungrounded. The various
types of voltage insertion signals and the procedure for their application are described in
Sections 3.8.2,1 through 3.8.2.4.

(2) For transducers which utilize (a) strain-sensitive materials (e.g., strain gages) in a
Wheatstone bridge arrangement, and (b) signal conditioners and following electronics with a
DC response, a known reskance can be applied across (Le., h parallel with) the resistor in
one arm of the bridge, provided that the resistor in that arm is not a semiconductor. This
shunt calibration procedure provides only a DC calibration of the system, and does not cover
the remaining pordons of the data bandwidth.

Both calibration techniques applied to a strain gage or piezoresistive transducer are illustrated in
Figure 3.3.

3.8.2.1 won S-. Three types of signals maybe used for voltage insertion end-to-end
electrical calibrations, as follows:

(1) A random signal with a nearly uniform autospectrum (see Section 5.4.3) over a frequency
range that exceeds the bandwidth of the data acquisition system is considered the most desir-
able calibration signal (even when the actual data will be non-random) because it permits the
rapid calibration of the system at all frequencies simultaneously, and allows a rigorous eval-
uation of system noise and/or nonlinearities.
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(2)

(3)

A sinusoidal signal at selected fkquencies  over the deshed data bandwidth is a desirable cali-
bration signal in that it is easy to implement and analyze, but it makes the calibration pme-
dum more time consuming.

A pulse calibration signal involving a simple step followed by a carefully controlled expo-
nential decay may also be used to produce a nearly uniform Fourier magnitude spectrum (see
Section 5.4. 1) over a frequency range that exceeds the bandwidth of the data acquisition
system. Such a pulse signal allows a rapid calibration of the system at all frequencies simul-
taneously, but the decay rate of the pulse must be accurately determined and controlled. See
[3.38] for details.

Before applying one or more of the following signal insertion procedures, the transducer manufac-
turer should be contacted to ascertain the appropriate calibration resistor, signal magnitude, and
insertion procedures.

3.8.2.2 ~e. . When a wideband random
calibration signal is used, it is recommended that all transducer channels be electrically calibrated
by the following procedure:

(1) Insert a random calibration signal with an accurately defined autospectrum into each channel.

(2) Compute the coherence (see Section 5.6.2) between the input calibration signal and the out-
put of that channel of the data acquisition system. The coherence should be in excess of 0.99
at all frequencies of interest. If it is not, every effort should be made to identify the reasons

for the lesser coherence and correct the problem. See [3.114] for details on the common
sources of poor coherence in measurement systems.

(3) Compute the frequency response (see Section 5.6.3) between the input calibration signal and
the output of that channel of the ~ acquisition system. This frequency response establishes
the voltage gain and phase of each channel of the data acquisition system. Deviations from a
uniform gain and linear phase should be rworded for later corrections of the data.

(4) During the calibration of each channel, the cables in the data acquisition system for that chan-
nel should be moved about, and the output signal should be checked for noise spikes, power
line pickup, and other evidence of faulty connectors, broken shields, multiple grounding
points, and other motion-induced problems (see Section 4).

For those channels where dual channel analysis of the transducer signals is anticipated, the follow-
ing additional calibration steps am recommended:
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(5)

(6)

(7)

(8)

Insert a common random signal with an accurately defiied autospectrum simultaneously into
all channels. This should be done in Step (1) above.

Compute the coherence and phase (see Sections 5.6.1 and 5.6.2) between the output of each
channel with the output of every other charnel.

The phase between the output of each channel versus al! other channels would ideally be zero
over the entire frequency range of interest. However, due to differences in the instmmenta-
tion for the various channels, this may not occur. If no~ the phase versus frequency mea-
sured between the various channels should be recorded and used to make appropriate correc-
tions to the phase data computed during later dual channel analyses (see Section 5.6).

The coherence between the output of each channel and all other channels should be in excess
of 0.99 at all frequencies of interes~ If it is not, every effort should be made to identify the
source of the inadequate coherence and correct the problem. See [3.114] f~ details on the
common sources of poor coherence in measurement systems.

3.8.2.3 ~ Cali~e Sm~. .. . When a sinusoidal calibra-
tion signal is used, it is recommended that all transducer channels be electrically calibrated by the
following plocedllm:

(1) Insert a sinusoidal calibration signal with an accurately defined rms value into each channel.
The frequency of the sinusoidal signal should be at the reference frequency for zero dB in the
frequency response calibration of the channels (usually 100 Hz).

(2) Determine the rms value of the output signal from each channel. The mtio of the output to
input rms values establishes the voltage gain of each channel.

(3) Perform a spectral analysis (see Section 5.4.2) of the output signal from each channel. No
harmonic (i.e., the spectral values at integer multiples of the input sine wave frequency)
should have an amplitude that exceeds 5% of the fundamental amplitude. If it does, every
effort should be made to identify the source of the signal distortion and correct the problem.

(4) During the calibratim of each chan~l, the cables in the data acquisition system for that chan-
nel should be movtxl about, and the output signal should be checked for noise spikes, power
line pickup, and o~er evidence of faulty connectors, broken shields, multiple grounding
points, and other motion-induced problems (see Section 4).

For those channels when dual channel analysis of the transducer signals is anticipated, the follow-
ing additional calibration steps W recommended:



(5)

(6)

(7)

Insert a common sinusoidal signal with an accurately defined rms value simultaneously into
all channels. This should be done in Step (1) above. The fxequency of the sinusoidal signal
should beat the reference frequency for zero dB in the frequency response calibrations of the
channels (usually 100 Hz).

Determine the phase between the output of each channel and the output of every other chan-
nel. This may be done using a phase meter or by a careful inspection of the two superim-
posed time histories on an oscilloscope.

The calibration procedure should be repeated at different input frequencies to cover the fre-
quency range of the anticipated dam and the phase should be measured and recorded be-
tween the various channels at each frequency. The phase between the output of each channel
and all other channels should ideally be zero at the frequencies of the calibration signal.
However, due to differences in the instrumentation for the various channels, this may not
occur. If not, the phase measurtxl between the various channels at the sinusoidal calibration
frequencies should be raordtxl,  the phase data should be interpolated over all frequencies of
interest, and the result used to make appropriate corrections to the phase data computed dur-
ing later dual channel analyses (see Section 5.6).

3,8.2.4 ~ion Procedure - . When a pulse calibration signal
is used, it is recommended that all transducer channels be elecrncally calibrated by the following
procedure:

(1) Insert a pulse calibration signal with an accurately determined
provides a welldefmed Fourier spectrum into each channel.

exponential decay rate that

(2)

(4)

Compute the frequency response between the input calibration signal and the output of that
channel of the data acquisition system. This can be done by computing the ratio of the
Fourier magnitude spectra and the difference between the Fourier phase spectra for the output
and input signals. This frequency response establishes the voltage gain and phase of each
channel of the data acquisition system, Deviations from a uniform gain and a linear phase
should be recorded for later corrections of the data.

During the calibration of each channel, the cables in the data acquisition system for that chan-
nel should be moved about, and the output signal should be checked for noise spikes, power
line pickup, and other evidence of faulty connectors, broken shields, multiple grounding
points, and other motion induced problems (we Section 4),

For those channels whexe dual channel analysis of the transduce{ signals is anticipated, the follow-
ing additional calibration steps am recommended:
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(5) Inscm a common pulse signal with an accurately defined Fourier spectrum simultaneously
into all channels. This should be done in Step (1) above.

(6) Compute the phase btween the output of each channel with the output of every other channel
from the difference between the Fourier phase spectra for each pair of outputs.

(7) The phase between the output of each channel versus all other channels would ideally be zero
over the entire frquency range of interest. However, due to differences in the instrumenta-
tion for the various channels, this may not occur. If not, the phase versus frequency ma-
sud between the various channels should be recorded and used to make appropriate comc-
tions to the phase data computed during later dual channel analyses (see Section 5.6).

3.8.2.5 ~.A check of the data acquisition system elec-
trical calibrations should be accomplished using the following procedure:

(1) Using the laboratory calibrated gains of the individual instruments in the data acquisition
system (as determined in Section 3.8.1), compute the net gain of each channel from the out-
put of the transducer, through the data acquisition system, to the output (analog or digital)
signal that will be analyzed.

(2) Compare the net gain of each channel computed tlom the individual instrument gains in Step
(1) to the channel gain determined from the end-to-end electrical calibration in Sections
3.8.2.2 through 3.8.2.4, and determine if there is a discrepancy. If a discrepancy in excess
of 5% for any channel is found, every effort should be made to identify the source of the
discrepancy and correct the problem.

(3) If the discrepancy cannot be resolved, but it is confined that there were no errors made in
the end-to-end electrical calibration, it is recommended that the results of the end-to-end
electrical calibration be accepted as the correct system calibration. It is further recommended
that, following the test, new laboratory calibrations (see Section 3.8, 1) be performed on all
instruments used in the data acquisition system,

3.8.3 ~-to—~,. . , An end-to-end mechanical calibration means a full
calibration of the instrumentation from the actual physical input to the transducer to the output
where the analog or digital signal will normally be analyzed. Mechanical calibrations are generally
limited to data channels for accelerometers and nmrophones where the introduction of a known
physical input is easily achievtxi. Specifically, calibration shakers can be used for accelerometers,
although this may require removing the accelerometer fmm its actual mounting location for calibra-
tion purposes. Pistonphones or other pressure generating devices are available for microphones,
which may or may not require removing the microphone from its mounting location, depending
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upon the installation. The calibrations of remote or hard-to-reach transducers often must be ac-
complished during the assembly of the test configuration, which requires advanced planning. In
those cases where the transducer must be removed from its final mounting location for calibration
purposes, it is recommended that at least a crude functional check be performed after the final in-
stallation by applying an uncalibrated input to the transducer, e.g., tap accelerometers and speak
into microphones to confirm that they are generating signals. In any case, all other instruments i.n
the data acquisition system should be in their completed configuration; i.e., all cables installed and
all sigtml conditioner gains set as they will be for the actual measurements. If a different gain set-
ting is used for the calibration, it should be recoded so that the calibration results can be later cor-
rected for the gain used to make the actual measurements. In those cases where the acquired data
are to be recorded and stored for later analysis, the calibration signals should be recorded and
stored in exactly the same manner, and the calibration performed on the output signals from the
storage device.

End-to-end mechanical calibrations are recommended for all accelerometer and mibmphone chan-
nels in the data acquisition system prior to each test.’ An end-to-end mechanical calibration of a
given transducer channel generally constitutes a final chtwk on the calibration of that channel, and
may replace the end-tind  electrical calibration (see Section 3.8.2) of that channel in some (but not
all) cases to be described shortly.

3.8.3.1 ~on S~n Procti. There are theoretically three types of signals
that may be used for end-to-end mechanical calibrations, namely, wideband random, sinusoidal,
and step. Wideband random inputs are usually limited to accelerometers employed in laboratory
tests, where a shaker can be usd as the physical source of excitation. Sinusoidal excitation can be
applied to accelerometers through simple field calibration shakers, and to microphones through
equally simple field pistonphones [3.6, 3,8, 3.22]. Such field calibration devices for both acceler-
ometers and microphones are commercially available. Step mechanical calibmtion inputs are most
common for accelerometers with a DC response and relatively high sensitivity (see Section 3.2.1).
For these devices, an accurate step input can be applied by simply turning the accelerometer up side
down to obtain a change in the acceleration input from +lg to -lg. In some cases, a step calibra-
tion of an accelerometer can be accomplished after installation if the instrumented structure can be
moved from one orientation to another in a carefully controlled way, e.g., when an instrumented
launch vehicle is raised horn a horizontal to a vertical position for launch. However, it should be
noted that this DC calibration does not cover the remaining portions of the data bandwidth.

I
3.8.3.2 -Cd ~ I%- . . For the special case of accelero-
meters and other motion transducers in a data acquisition system being used for a laboratory test, a
wideband random mechanical calibration of the applicable transducer channels of the data acquisi-
tion system may be performed using the following procedure:
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(1)

(2)

(3)

Mount all accelerometers on a shaker with a transfer standard (calibration reference) acceler-
ometer. The reference accelerometer will provide a voltage signal representing the vibration
input from the shaker. All other instruments of the data acquisition system should be com-
plete and in their final configuration.

Apply a precisely defined wideband random excitation simultaneously to the accelerometers.
If possible, the bandwidth for the input random excitation should cover the desired band-
width for the measurements. However, the excitation bandwidth must never exceed the fr-
equency range for uniform shaker table motion.

Using the output of the reference accelerometer as the input calibration signal, perform the
calibration detailed in Steps (2) through (8) in Section 3.8.2.2.

An end-to-end mechanical calibration with random excitation is considered optional, but if it is per-
formed, all end-to-end electrical calibrations recommended in Section 3.8.2 for those motion trans-
ducers can be omitted, An exception is the electrical noise checks of the data acquisition system,
which should always be performed with the transducer mounted in place, as detailed in Step (4) of
Sections 3.8.2.2.

3.8.3.3 ~cal Calibration Proc . . .edwe - Smusoi@J E x e _. For all accelerometers or other
motion transducers, and all microphones being used in a data acquisition system for either a
ground or flight test, it is recommended that a sinusoidal mechanical calibration of the applicable
channels of the data acquisition system be performed. For test articles that are sufficiently small to
be vibrated by a single shaker, the calibration of motion transducers should be performed as fol-
lows:

(1)

(2)

(3)

Mount all accelerometers on the test article with all instruments of the data acquisition system
complete and in their final cmflguration.

Apply a sinusoidal excitation to the test article with a shaker capable of producing a signifi-
cant acceleration of the test article with an accurately defined rms value at a frequency less
than 20% of the fwst normal mode frequency of the test article (so that the test article essen-
tially responds as a rigid body).

Using the known magnitude of the sinusoidal excitation as the input calibration signal, per-
form the calibration steps detailed in Section 3.8.2,3.

For test articles that are too large to be vibrated by a single shaker, the calibration of motion trans-
ducers should be performed using the following procdum:
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(1)

(2)

(3)

Mount all accelerometers on a shaker with a transfer standard (calibration reference) acceler-
ometer. The referwwe accelerometer will provide a voltage signal representing the vibration
input from the shaker, All other instruments of ‘&e data acquisition system should be con~-
plete and in their final configuration.

Apply a sinusoidal excitation simultaneously to the accelerometers. “fhe frequency of the
sinusoidal signal shoulfi lw at the reference frequency for mm dR in the fitquency response
calibration of the channels (usually 100 Hz). In no case, however, should the frequency of
the sinusoidal excitation exceed the frequency range for uniform shaker table motion,

Using the output of ihe reference accelerometer as the input calibration signal, perform the
calibration detailed in Steps (2) through (7) in Section 3.8.2.3.

For microphones, the calibration should be performed using the following procedure:

(1) Attach sequentially to each microphone a pistonphone that delivers sinusoidal excitation with
an accurately defined rms value. All other instruments of the data acquisition system should
be complete and in their final configumtion.

(2) Apply a sinusoidal excitation to each microphone. The frequency of the input sine wave may
be fixed by the pistonphone, but if not, the frequency should beat the reference frquency
for zero dB in the frequency response calibration of the microphones (usually 100 Hz).

(3) Using the known magnitude of the sinusoidal excitation as the input calibration signal, per-
form the calibration detailed in Steps (2) through (4) in Section 3.8.2.3.

An end-to-end mechanical calibration with sinusoidal excitation is recommended whenever a me-
chanical calibration with wideband random excitation wmot be performed. Although redundant, it
is not recommended that the end-to-end mechanical calibration replace the end-to-end electrical
calibration detailed in Seotion 3.8.2. The mechanical calibration in this case should be viewed as a
final check on the data acquisition system.

3.8.3.4 ~ proc~~. . . For those accelerometers that sense
static acceleration (i.e., have a frequency response down to DC) and are suf!lciently sensitive fdr
lg to provide a significant output without saturation, it is recommended that a step mechanical cali-
bration of all applicable channels of the data acquisition system be perfoxmed using the following
procedure:

(1) Place each applicable accelerometer, with the sensitive axis in the vertical direction, on a flat,
horizontal surface of a table or other object with a benign vibration environment. With all
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other instruments of the data acquisition system complete and in their final configuration,
measw the DC output of that channel in the data acquisition system.

(2) using the same mounting surface, turn the accelerometer up side down, and again measure
the DC output of that channel in the data acquisition system.

(3) The difference between the measured outputs in Steps (1) and (2) constitutes an exact flg
static calibration of the data acquisition system.

3.8.3.5 ~ of ~.A check of the data acquisition system me-
chanical calibrations should be accomplished using the following procedure:

(1)

(2)

(3)

(4)

Using the laboratory calibrated sensitivities of the transducers and the gains of the individual
instruments in the data acquisition system (as determined in Section 3,8.1), compute the net
gain of each channel from the physical input to the transducer, through the data acquisition
system, to the output (analog or digital) that will be analyzed.

Compare the net gain of each channel computed from the transducer and individual instru-
ment gains in Step (1) to the channel gain determined from the end-to-end mechanical cali-
bration in Sections 3.8.3.2 through 3.8.3.4, and determine if there is a discrepancy. If a dis-
crepancy in excess of 5% for any channel is found, every effort should be made to identify
the source of the discrepancy and correct the problem.

If the discrepancy cannot be resolved, but it is confirmed that there were no errors. made in
the end-to-end mechanical calibration, a second comparison should be made against the re-
sults of the end-to-end electrical calibration in Section 3.8.2, coupled with the laboratory
calibrated sensitivity of the transducer. If a discrepancy still exists, this indicates there is a
conflict between the laboratory calibrated sensitivity of the transducer and its actual sensitivity
in the data acquisition system.

Since a change in the sensitivity of a transducer from the laboratory calibrated values is often
indicative of damage that might alter the frequency response and other critical properties of
the transducer, it is recommended that such transducers be removal fkom the data acquisition
system immediately (before the test is performed), and be replaced by different transducers
that produce no conflicts in the Step (3).

3.8.4 ~- Individual instruments andbr entire data acquisition systems are of-
ten checked for linearity and/or stability using the calibration procedures detailed in Sections 3.8.1
through 3.8.3, where the input (either physical or an electrical equivalent) to the instrument or
system is applied at several different levels with well defined units of magnitude, and the output
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voltage of the instrument or system is measured at each input level. This approach yields a calibra-
tion function in terms of volts/unit, when in fact a calibration function in terms of units/volt is de-
sirwl; i.e., the calibration is essentially done backwards. If the measured calibration function is
perfectly linear with no scatter, a correct calibration factor in unitdvolt can be determined accurately
by taking the reciprocal of the slope of the measured function in volts/unit. However, if the mea-
sured calibration function deviates from a perfect linear relationship, or reveals significant scatter
about a straight line, then taking the rtiiprocal of the slope of a straight line fitted to the measured
volts/unit data can lead to an erroneous calibration in units/volt. In such cases, the following cali-
bration procedure is recommended:

(1) Plot the input units versus the output volts at each level, i.e., let the output volts be the inde-
pendent variable xi; i = 1,2, ..., N, and the input units be the dependent variable yi; i = 1,2,
..0, N.

(2) Determine a linear approximation for the average calibration factor b in units/volts by comput-
ing the slope of the regression line for y on x using conventional least squares procedures
[3,63], i.e.,

2YXi i
i=lbN=

z x:
i=l

(3.21)

3.9 $vstem Gain Set-. . After the pre-test system calibration, the gain settings for the instru-
mentation system must be set for the actual data measurements. For laboratory tests and those field
tests where a technician can maintain on-line com.rol  of the data acquisition system, proper gain
settings can be established by trial-and-error procedures during the initial collection of data signals,
assuming the test produces stationary or steady state data. For those cases where on-line control of
the data acquisition system is not feasible and/or the data signals are nonstationary or transient, it
will be necessary to preset the gains prior to the test based upon predictions for the maximum sig-
nal magnitudes expected during the test.

3.9.1 ~tate Data wi~ On-Line Control . When the data signals are station-
ary or steady state and on-line gain adjustments can be made, the following procedure for setting
data acquisition system gains is recommended:

(1) Whenever possible, all signal gain adjustments for a given test, whether accomplished man-
ually or by an automatic gain control (AGC) circuit, should be made in the transducer signal
conditioner (or an independent amplifier on the output of the signal conditioner), prior to the
first instrument (usually an ADC, data recorder, or telemetry transmitter) after the signal
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conditioner. The gain settings for all data acquisition and analysis equipment after the signal
conditioner should be fixed to an optimum value relative to a specific voltage (usually 1 volt
zero-to-peak) into the first instrument after the signal conditioner,

(2) If the need for a change in signal gain or attenuation after the transducer signal conditioner
cannot be avoided, such a change should be made at the input to the fmt instrument where a
different signal magnitude is warranted, so as to optimim the signs.1-t~noise level for the en-
tire data acquisition and analysis system.

(3) After the start of the data acquisition, set the signal conditioner gain to produce an output
voltage signal that is just below (within one unit of gain resolution, usually 3 dB) the level
that will cause an overload at the input to the fmt instrument after the signal conditioner.

3.9.2 ~on~iona.ry and Transient Da~, When the test data signals are nonstationary or tran-
sients, or on-line gain adjustments are not feasible, the following procedure for setting data acqui-
sition system gains is recommended:

(1)

(2)

(3)

(4)

(5)

(6)

The same as Step (1) in Section 3,9.1, except AGC circuits are not recommended for use in
the acquisition of nonstationary or transient data.

The same as Step (2) in Section 3.9.1.

For periodic and transient data, prdict the maximum instantaneous value of the anticipated
signal in engineering units (g, psi, etc.). For random data, prtxiict the maximum rms value
of the anticipated signal in engineering units, and multiply this value by a crest factor (usually
three) to obtain an equivalent maximum instantaneous value.

Add a safety factor (often called “head-room”) to the maximum instantaneous value predicted
in Step (3) to allow for uncertainties in the maximum value prediction. The magnitude of the
head-room must be governed by the confidence associated with the maximum value predic-
tion, but should never be less than 3 dB,

Using the calibration factor for the transducer, convert the maximum instantaneous value
(with head-room) predicted in engineering units in Step (4) into a maximum voltage out of
the signal conditioner. Then adjust the signal conditioner gain to make the maximum output
voltage equal the maximum input voltage to the fwst instrument after the signal conditioner.

If a sufficient number of instrumentation channels are available, consider using two or more
channels for each transducer with different signal conditioner gain settings to increase the
likelihood of obtaining a measurement with a near optimum input signal level to the instru-
mentation system.
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3.10 ~. During the validation, analysis, and/or engineering interpre-
tations of measured dynamic data, questions often arise that require a review or conflation of
certain details of the data acquisition operations. This may be necessitated by observed anomalies
in analyzed results, or perhaps an uncertainty about the exact location of a transducer or the condi-
tions under which a measurement was made. In any case, an inability to check and confii the
details of the data acquisition can prove very costly, and should be minimized by accurate and
thorough record keeping in the form of comprehensive log sheets for all measurements. Hence, it
is recommended that each measurement of dynamic data be accompanied by a log sheet that in-
cludes, at a minimum, the following information.

(1) Test information (as applicable).
(a)
(b)
(c)
(d)
(e)
(f-)
(g)
(h)

An identification of the test.
An identification of the test article.
An identitlcation of the test engineer and other cognizant personnel.
The location of the tes~
The general environmental conditions during the test (temperature, humidity, etc.).
The specific test condition during the measuremen~
The date and time the measurement was obtained.
The dumtion of the measurement.

(2) Transducer information.
(a)
(b)
(c)

( d )
(e)
(9

(g)
(h)

The type of transducer (accelerometer, microphone, etc.).
‘l%e transducer model number.
The transducer serial number.
The transducer sensitivity.
The exact location of the transducer (include a diagram).
The orientation of the transducer relative to the axes of the test article (include a diagram
if the orientation is not along an orthogonal axis of the test article).

The cable model number or other description.
The transducer channel identification number.

(3) Signal conditioner information.
(a) The type of signal conditioner (charge amplifier, power supply, etc.).
(b) The signal conditioner model number.
(c) The signal conditioner serial number.
(d) Gain and attenuator settings.
(e) All input and/or output filter cut-off frequencies,

(4) Data recorder and telemetry information (as applicable).
(a) The type. of data recorder and/or telemetry unit (FM, PCM, etc.).
(b) The data recoder and/or telemetry unit c.onflguration.
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(c) The data recorder and/or telemetry unit model number.
(d) The data recorder and/or telemeoy unit serial number.
(e) The data recotier and/or telemetry unit channel or track number.
(f) The data recorder s@, e.g., the tape speed for a tape nxorder.
(g) The rnux channel or track number.
(h) All gain and attenuator settings,

(5) Calibration information (as applicable).
(a) End-to-end electrical calibration results, with all gain and attenuator settings.
(b) End-to-end mechanical calibration results, with all gain and attenuator settings,
(c) Phase of output signal relative to input signal.

(6) Unusual events and special circumstances.
List all unusual events that occurred during the measurement, and any special circumstances
associated with the measurement that might influence the analysis of the data or its engineer-
ing interpretations.

For those cases where the acquired measurements are stored in a digital data base, the log sheet
information should also be entered into the data base.
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4, DATA VALIDATION AND EDITING

4.1 Introduction. This section presents guidelines for the validation and editing of measured dy-
namic signals prior to detailed data analysis operations. h some cases, dynamic measurements
may be analyzed on-line, making data validation and editing prior to analysis impossible or im-
practical, It is more common, however, for measured signals to be recorded on either analog or
digital storage devices for later analysis. In these cases, all measured signals should be validated
and edited (if necessary) prior to analysis. Many of the desirtxl data validation operations can be
automated by knowledge-based computer programs to obtain a substantial reduction in labor, e.g.,
[4. 1]. Such automation of data validation operations is strongly endorsed for those activities
where the volume of data to be processed is large. Also, the procedures recommended herein are
not intended to replace mo~ qualitative techniques that may be in use, such as audio evaluations of
signal quality by the ear of an experienced analyst, An outline of the data validation and editing
procedures covered in this section is presented in Figure 4.1,

Conventional wisdom suggests that all dynamic measurements that reveal anomalies during the
data validation operations, which cannot be confidently corrected by an editing operation, should
be rejected and not used for any engineering purpose, However, practical considerations (e.g., the
cost of acquiring the measurements) often demand a more tolerant approach to the acceptance of
less than perfect data signals. The recommendations to follow are made with the understanding
that the difficulty associated with acquiring certain types of measurements may sometimes force an
effort to extract information from signals that are of questionable quality.

4.2 J&@.@@gn of Physical l?ven~ . The first step in data validation and editing is the identifi-
cation in each signal of all relevant physical events associated with the measurement, To accom-
plish this, each measured time history, whether stored on analog tape or in a digital storage device,
should be converted to a hard copy using a hard copy recorder (see Section 5.2,1) with a fre-
quency response equal to or greater than the frequency range of interest in the data. The basic sig-
nal properties revealed in the hard copy of the time history should then be reviewed and correlated
with known physical events during the measurement duration, The results of this evaluation
should be detailed in the log sheet for the measurement (see Section 3.10).

4.~.~ R~dO~  vers~~ pe~~~c S-. , . , It usually can be anticipated that some measurements will
produce basically periodic signals (e.g., a measurement of the vibration response of an unbalanced
rotating machine), while others should produce basically random signals (e.g., a measurement of
the fluctuating pressures in a turbulent boundtwy layer), Illustrations of purely periodic and
stationary random signais are shown in Figure 4.2(a) and (b), respectively. In many cases, a
combination of periodic and random components might be anticipated, as illustrated in Figure
4,2(c). In any case, the measured time history should be visually inspected to verify that the basic
characteristics of the signal are consistent with the physical mechanisms producing the signal.
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Figure 4.1. Outline of Data Validation and Editing Procedures.
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Situations may arise where a measured time history, or its spectrum reveals characteristics indica-
tive of a periodic component in a random noise background at a frequency where a periodicity is
not anticipated based upon physical considerations. In such cases, the apparent periodic compo-
nent might actually be a very narrowband random signal indicative of the resonant response of a
lightly dampd structure or acoustic cavity to a broadband random excitation. The distinction be-
tween these two types of signals (periodic versus narrowband random) is not only relevant to
physical interpretations of the data, but is also important to the selection of appropriate data analy-
sis techniques (see Section 5). Specific procedures for distinguishing between periodic and nar-
rowband random signals in a broadband random background are detailed in Section 4.7.

4.2.2 ~-V~. It often can be anticipated that a measurement will cover certain
physical events that produce either transient signals or longer duration nonstationary signals.
Transient signals are broadly defined as those which am due to momentary events that have a clear
beginning and end, as illustrated in Figure 4.3(a). Typical examples of transients include the
acoustic and/or structural vibration responses produced by rocket motor ignitions, space vehicle
stage separations, aircraft landing loads, external store ejection shocks, and pyrotwhnic events.
Nonstationary signals are those which are due to longer duration events that are ongoing but have
time varying characteristics, as illustrated in Figure 4.3(b). A good example of nonstationary data
is the vibration response of a space vehicle during lift-off or flight through the region of maximum
dynamic pressure. More practical distinctions between transient and nonstationary data from an
applications (design and test) viewpoint are detailed in Section 5.3.1.4. In either case, such physi-
cal events should be identified in the time histo~ of the measurd signal as fully as possible. This
is demonstrated in Figure 4.4, which shows the identification of key transient and nonstationary
events in a typical vibration time history measured during a Space Shuttle launch. The identifica-
tion of transient and nonstationary events is not only needed to assist the data validation, but is es-
sential to the seleqtion of later &ta analysis procedures (see Section 5 and Appendices A and B).

Situations may arise where a measured time history reveals an apparent nonstationary trend that is
not anticipated based upon physical considerations, The trend may be spurious, as discussed in
Sections 4.3.5 and 4.4.4, On the other hand, it might be indicative of an unexpected time varying
property of the measured phenomenon, in which case the presence of a trend could have important
physical implications. For the case of random signals with a slight nonstationary trend, it may be
difficult to distinguish the actual trend horn unusual but not statistically significant variations in the
values of a stationary signaL A nonparamernc test for trends, which will permit this detection of
time varying rms values on a firm statistical basis, is detailed in Section 4.8. More complex non-
stationarities involving a shift in the frequency content of the signal that does not alter the overall
rms value can be detected by filtering the signal into two or more contiguous frequency bands, and
applying the test in Section 4.8 sepamtely to therms values in each band
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4.3 Visual Inspection of Analog Time lhst~,. . Using the hard copy time histories generated in
Section 4.2, or an electronic display of the time histories on an oscilloscope with a signal capture
mode, the instantaneous values of each measured signai should be visually inspecwxi for the fol-
lowing anomalies.

4.3.1 ~. One of the most common errors in data acquisition is the failure to pro-
vide an adequate upper limit for the dynamic range in me or mre of the data wquisition imru-
ments due to a sensitivity (gain) setting that is too high. The result is signal clipping or saturation
within the data acquisition system, commonly in an amplifier, tape recorder, or telemetry channel.
An inappropriate scaling of a signal output device (see Section 5.2. 1) can also cause an apparent
clipping of the signal. Since this problem is easily corrected, the scaling of output devices should
be checked immediately if clipping is indicated

4.3.1.1 ~. The impact of ideal or hard clipping on the measurwi time his-
tories for periodic, random, and transient data signals is illustrated in Figure 4.5. Two-sided clip-
ping is shown in these illustrations; the clipping sometimes maybe only one-sided. It is important
to note that lowpass filtering of a clipped signal will obscure the results shown in Figure 4.S,
making it difficult to detect clipping of a signal after filtering operations [4.2, 4.3]. Also, signal
saturation in certain types of instruments may produce a more complicated result than the idea!
magnitude limiting shown in Figure 4.5, particularly when measuring intense, rapid rise-time
transients such as pyroshocks. Specifically, there may be a zero shift in the signal level followed
by a slow recovery that appears as a time varying trend in the mean value of the signal (see Section
3.3.2.3 and Appendix A). In the more classical cases of signal clipping, however, there will be a
clear upper limit imposed on the signal values. For the special case of stationary random signals, a
probability density analysis of the signal also provides a powerful tool to detect clipping, as de-
tailed in Section 4.5.1.1.

It is clear from Figure 4.5 that the detection of signal clipping by the visual inspection of a time
history is most difllcult for a transient signal, particularly if it is a single pulse transient. To further
assist the detection of possible clipping in transient signals, it is recommendtxl that the peak output
voltage capability of the instrumentation system be determined and compared to the peak voltage
represented by the measured transient. If the peak voltage of the signal is equal to or greater than
95% of the peak voltage capabilities of the instrumentation, this would suggest that clipping might
have occurred. In those cases where the value of the dam provided by the signal warrants, the
“over-shoot” capabilities of the instrumentation system should be determined using a laboratory
simulation of the transient, and compared to the peak voltage represental  by the measured tran-
sient. The term “over-shoot” is used hem to mean the iinear measurement performance of the sys-
tem beyond the manufacturer’s specflcations.  No effort should ever be made to introduce nonlin-
ear corrections to signals that have been clipped
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Figure 4.5. Illustration of Clipped Periodic, Random, and Transient Signals.
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4.3.1.2 ~,For the case of periodic and transient signals, clipping may dra-
matically reduce the indicated peak magnitude of the signal. Also, clipping commonly increases
the apparent high frequency content of the signal [4.4]. Hence, it is raommended that measure-
ments of periodic and transient signals be rejected if there is any evidence of clipping revealed by
the visual inspection of the analog time history outlined in Section 4.3.1.1. For the case of random
signals, it is recommended that a measurement be rejected if the clipping occurs within+ 1,5 stan-
daml deviations of the mean valw of the clipped signal. See Section 5.2.2 for details on the calcu-
lation of mean values and standard deviations of signals.

4.3.2 -ive ~. .
. The other extreme of an improper upper limit for the

dynamic range of the data acquisition system is where one or more of the data acquisition instru-
ments has too low a sensitivity (gain) setting. The result is a signal that is too small relative to the
instrumentation noise, i.e., an inadequate signal-to-noise level, Excluding those cases where the
system is vulnerable to noise induced by external loads (e.g., micmphonic  or triboelectric noise),
instrumentation noise can be assumed to be additive and statistically independent of the signal.
Noise induced by external loads should be detecttxl and corrected during the system calibration
procedures detailed in Section 3.8.2. Also, for telemetry systems with voltage controlled oscilla-
tors (VCO) and multiplexed, it is recommended that the noise floor of the system be measured and
analyzed to identify potential noise problems before the data acquisition.

4.3.2.1 ~ation Proce&. The influence of excessive instrumentation noise on the mea-
sured time histories for periodic, random, and transient data signals is shown in Figure 4.6. The
most powerful and effective procedure for detecting excessive instrumentation noise is to measure
the output signal from the data acquisition system before and/or after the dynamic activity of inter-
est occurs (often refemd to as quiescent time histories). Of course, the quiescent time histories
must be measured with exactly the same instrumentation gain settings that am used to measure the
dynamic activity. This procedure provides an independent measurement of the instrumentation
noise alone, which can then be directly compared to the dynamic signal measurements.

Even if quiescent time histories are not available, the presence of excessive instrumentation noise in
periodic signals is usually obvious, because instrumentation noise is generally random rather than
periodic in character (an exception is power line pickup discussed in Section 4.3.4). Excessive
instrumentation noise is uswdly obvious in transient signal measurements as well, since the noise
is present before and after the transient event. For stationary random signals, however, the pres-
ence of excessive instrumentation noise is usually not obvious through a visual inspection of the
time history [see Figure 4.6(b)], because the noise itself is generally a stationruy random signal.
On the other hand, such noise will often be apparvnt in a spectrum of the measured data, as detailed
in Section 4.5.2.1.
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4.3.2.2 ~.For the case of periodic signals, if only a spectrum is required
from the data analysis, the influence of excessive instrumentation noise can be suppressed dramati-
cally by the narrowband filtering inherent in the computation of a spectrum (see Section 5.4.2).
There is also the possibility of extracting a periodic signal from excessive instrumentation noise
through the use of synchronous averaging (see %ctiort 5.2,3). Hence, excessive instrumentation
noise is not a reason to reject periodic signal measurements for spectral analysis purposes.
However, it does generally rule out time domain interpretations of periodic signals, unless the
noise can be suppressed by synchronous averaging procedures (see Sedon 5.2,3), For stationary
random signals, the presence of excessive instrumentation noise presents a more difficult problem,
where the decision as to whether a measurement should be rejected usually requires the computa-
tion of a spectrum (see Section 4,5.2.1). For transient signals, the criterion for rejecting a mea-
surement due to excessive instrumentation noise is detailed in Appendix A.

4.3,3 Wrmittent Noise, A special type of noise problem that sometimes arises during data ac-
quisition is the presence of intermittent “noise spikes” in a measund time history. Of course, such
noise spikes may represent red data, but more often they refkzt a data acquisition system malfunc-
tion (e.g., a defective connector or shielded cable, commonly between the transducer and its signal
conditioner) that produces intermittent noise when subjected to shock or vibration, The presence
of noise spikes due to these sources should be detected and corrected during the data acquisition
system calibration (see Section 3.8.2). However, noise spikes may also appear in FM telemetertxl
data due to “click” (or FM) noise caused by too low a signal level at the demodulator. “Click”
noise generally will not be detected during the data acquisition system calibration.

4.3.3,1 _lcation Procedure . For the case of periodic data, the presence of intermittent noise
spikes is usually obvious from a visual inspection of the time history, as shown in Figure 4.7(a).
For random and transient signals, however, the problem may be more obscure, as illustrated in
Figure 4.7(b) and (c). For the special case of stationary random signals, the detection of noise
spikes can often be augmented by a probability density analysis, as detailed in Section 4.5.1.2,
Special procedures for detecting noise spikes in pyroshock data are addressed in Appendix A.
Additional procedure that may be helpful ‘in identifying noise spikes and distinguishing them from
real

(1)

(2)

data are as follows:

Check the log sheet for the measumnent  to see if a physical event occurd that would explain
an extreme value at the same time a noise spike is observed in the signal (see Section 4.2).

In those cases where multiple-channel measurements are made, and the source of noise spikes
may be common to all channels, directly compare the time histories for all simultaneous meas-
urements to determine if suspected noise spikes appears at exactly the same times in all meas-
urements, Of course, the possibility that an actual physical event might have produced an
extreme value in all the measurements must also be considered
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Figure 4.7. Illustration of Intermittent Noise in Periodic, Random, and Transient Signals.



(3) If the upper frequency limit of the data acquisition system substantially exceeds the upper fre-
quency limit of the dynamic signals being measured, noise spikes will generally have a much
shorter duration than actual data. Speciflcal]y, the duration of noise spikes (their “sharpness”)
is characteristically of the same order as the reciprocal of the uppercut-off frequency limi’t  of
the data acquisition system.

4.3.3.2 ~~~~~~j~~~fi~~. Intermittent noise spikes appear in a spectral analysis as additive
broadband noise, which can severely distort the spectral values of the actual signal Hence, it is
recommended that all measurements with identified noise spikes in their analog time histories be
rejected, unless the noise spikes can be removed by the corrective editing detaihxl in Section 4.6.2.
For the case of stationary random signals with a wide bandwidth, even with the identification ef-
forts detailed in Section 4.3.3.1, noise spikes in the time histories might be confused with extreme
but valid signal values. Hence, it is generally recommended that all time history values in wide
bandwidth random signals that exceed i four standard deviations fmm the mean value of the signal
be considered erroneous noise spikes. These limits maybe increased when the signal is producd
by an accelerometer mounted on a structure with a hardening-spring non-linear response character-
istic, or when the signal has an unusually long duration. See Section 5.2.2 for details on the com-
putation of mean values and standard deviations of signals.

4.3.4 Power Line HcW. The contamination of a measured signal by power line pickup (at 60
Hz within the USA, 50 Hz in most regions outside the USA, and 400 Hz in many aerospace appli-
cations) will commonly occur if the data acquisition system is not properly shielded and gmundexl.
A break in the shielding of a signal transmission line, or the grounding of the signal transmission
system at two or more points (gmu oops) are the most common causes of excessive power line
pickup. Although some power line ~ttukup commonly occurs during data acquisition, the presence
of excessive power line contamination of signals uiually can be detected and corrected during the
data acquisition system calibration (see Section 3.8,2). Power line pickup may sometimes occur in
the data playback equipment. In this case, the data signals are not contaminated and the problem is
easily eliminated by comecting the data playback equipment.

4.3.4.1 ~. Power line pickup produces a periodic oscillation superim-
posed on the signal time history of interest, often with multiple harmonics. If the pickup is strong,
the detection is easily made by visual inspection of an analog time history, as illustrated in Figure
4.8. However, a more powerful detection is provided by a spectral analysis of the signal, as de-
tailed in Section 4.5.2.2, or by the measurement of a quiescent time history, as discussed in
Section 4.3.2.1.

4.3.4.2 -n M, Unless it is very severe, power line contamination is not a reason to
rejwt measurements for spectral analysis purposes, although it rmty somewhat limit time domain
interpmations  of such data. If a spectrum is computed (see Section 5.4), it is recommended that all
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spectral peaks indicative of a sine wave at the power line frequency and all multiples thereof simply
be ignored. The only exception is when there is a conclusive, independent reason to believe the
data actually include a periodic component at the power line frequency, e.g., a measurement that
represents the vibration response of a rotating machine operating at exactly 3600 rpm or 60 Hz.
There may be cases where severe power line contamination occurs early in the data acquisition
system, perhaps due to a ground loop involving the transducer. This may saturate the instruments
that follow in the data acquisition system, or force sufficiently low sensitivity gain settings on the
instruments to cause the signal to be buried in the instrumentation noise. In such cases, all mean-
ingful information is lost and the measurement should be rejected.

4.3.5 ~urious Trends. Measured time history signals sometimes reveal a relatively slow varia-
tion in the mean value as a function of time, often with a period that is longer than the measumnent
duration. Of course, such tmmds may be physically meaningful if the sigmd being measured has a
time-varying mean value, and the frequency response for the data acquisition system covers static
or DC values. In many cases, however, such trends are spurious. For the case of pyroshock data,
they commonly occur due to a severe saturation of a signal conditioner or the sensing element in a
piezoelectric transducer, and generally render the data worthless (see Appendix A). In other cases,
spurious trends may occur when a signal is integrated, e.g., when a vibration response measured
by an accelerometer is converted to a velocity signal. The integration of an accelerometer output
will commonly produce a low frequency trend due to low frequency noise and/or a zero offset in
the measurement system. Spurious trends may also arise due to environmental (usually tempera-
ture) induced drifts in analog data acquisition instrumentation.

4.3.5.1 Jdenti“fication Proce@. Spurious trends in otherwise valid measurements are usually
obvious in the signal time history, as long as the lower frequency limit (fl) of the data acquisition
system and/or the data signal is substantially higher than the reciprocal of the duration (Tr) of the
measurement; i.e., fl z> I/Tr. Illustrations of obvious trends in periodic, random, and transient
data signals are shown in Figure 4.9. If it is desired to automate the detection of possible trends in
time history measurements, this can be accomplished using the trend detection algorithm detailed in
Section 4.8.

For those cases where a very low frequency, long duration dynamic signal (e.g., wind velocity
versus time) is measured using a DC coupled analog data acquisition system, it may be difficult or
impossible to distinguish a low frequency trend due to drift in the data acquisition system from
valid low frequency variations in the data signal. The onl y way to effectively suppress this prob
lem is through the selection of a DC coupled data acquisition system that has been very carefully
designed for minimum drift.

4.3.5.2 Jlata ~. In most cases where a trend k not due to saturation of an ampli-
fier or piezoelectric transducer element, the presence of the trend in the data signal will only distort
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the low frequency content in a computed spectrum. Hence, assuming the lowest frequency fl of
interest in the signal is substantially higher than the reciprocal of the measurement duration Tr (say
fl > 10~r), a valid (detrended) signal can usually be recovered by highpass filtering operations
[4.5, 4.6], Even when f]= I/Tr, monotonic trends can still be removed by the regression analysis
procedures discussed in Section 4.6.3. However, for the special case of pyroshock data signals, if
a spurious trend or “zero shift” due to saturation of a piezoelectric transducer or amplifier is identi-
fied, it is recommended that the measurement be rejected (no corrwtive editing or trend removal
should be attempted) for the reasons discussed in Appendix A.

4.3,6 ~OD-@& Sometimes a measured signal will diminish rapidly into the instrumen-
tation noise floor for no apparent reason. The signal may or may not return later in the measure-
ment. Such signal drop-outs often represent a malfunction of the transducer or some other instru-
ment in the data acquisition system. A permanent signal drop-out usually indicates a catastrophic
malfunction, e.g., an accelerometer detaches from the structure or a signal conditioner loses
power. A temporary drop-out, where the signal level ultimately recovers, usually indicates a malf-
unction due to a momentary saturation of a transducer or signal conditioner, or a tape drop-out.
Temporary or permanent drop-outs may also occur in telemetered data when the transmitter antenna
moves to a position which is physically shielded or excessively remote from the receiver antenna.
Reentry plasma routinely causes signal dropouts.

4.3.6.1. ~on procedure . Permanent and temporary signal drop-out are illustrated in
Figure 4.10. Such drop-outs are easily detected by a visual inspection of the signal time history,
with one exception. Specifically, for the case of transient data, a drop-out might occur during the
transient event so as to distort or perhaps obscure the transient signal in a manner that is not obvi-
ous by visual inspection of the time history. Such an occurrence is best identified by knowing the
exact time a transient should appear on the time history, as discussed in Section 4.2.2. In those
cases where multiple-channel measurements are made, and the source of tip-outs is common to
all channels, a direct comparison of the time histories for two or more simultaneous measurements
can also be helpful in identifying dropouts.

4.3.6.2. “~. If a measured time history mweals a permanent signal drop-out
sometime after the start of the measurement, the signal prior m the drop-out can be accepted for
analysis, unless there is evidence of a measurement problem prior to the drop-out. If the signal
drop-out is temporaxy, those portions of the signa! time history covering the time intervals of the
drop-outs should be delettxl from the data. The remainder of the measurement can be analyzed
with proper treatment of the discontinuities  caused by the deletion of drop-outs, as detailed in
Section 4.6.4. An important exception is a temporary drop-out in the output’of any type of piezo-
electric transducer. Such a tip-out might n%lect an over-stress of the piezoekric  element, which
will often change the sensitivity of the element and, hence, ch,ange the calibration factor for the
measurement following the drop-out.
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Figure 4.10. Illustration of DropOuts in Random Signals.

4.4 Visual In-on of D. i@d Time Histories. Most analyses of dynamic measurements are
accomplished by playing back analog tape recordings of the data signals into specialized digital
signal processing instruments, where the signal digitization and analysis operations are combined.
In this case, no further data validation or editing of the signal time histories, beyond those detailed
in Section 4.3, is practical. In some cases, however, the analog recordings of the measured sig-
nals are digitally converted and stored on a digital magnetic tape or disk for later data analysis by
appropriate software programs. In a few cases, the data from the transducers may be digitally
converted and recorded on-line, without the recoding of any analog time history information.

For those cases where the data signals are digitized and recorded in a digital format on-line, each
recorded signal should be played back onto a htud copy using a digital hard copy recorder (see
Section 5.2. 1.2) with a frequency response equal to or greater than the frequency range of interest
in the data, The instantaneous values of each measured signal should be visually inspected for the
same anomalies detailed in Section 4.3, exactly as if they we~ analog recorded time histories. For
those cases where the signals are fwst recorded on analog tape, and are then converted and stored
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in a digital format prior to analysis, each digitally raorded signal should be played back onto a
hard copy as described above. Beyond the visual inspections of the analog recorded signals de-
scribed in Section 4.3, the instantaneous values of each digital signal should be visually inspected
for the following additional anomalies that might be introduced by a malfunction or incorrect use of
the analog-to-digital converter (ADC)O

4.4,1 $j~. Just as clipping or saturation may occur in one or more of the various
analog instruments in the data acquisition system (see Section 4.3.1), so clipping can occur in the
ADC if the instantaneous signal value is too large relative to the upper limit of the ADC dynamic
range,

4,4.1.1 ~ Proc*. ADC clipping will distort the signal time history as previously
illustrated in Figure 4.5. For the case of stationary random signals, further identillcations of signal
clipping me provided by a probability density calculation, as detailed in Section 4,5.1.1.

4,4.1.2 . If the digital data are acquired by the digital conversion of an
analog recording, and clipping appears in the digital time history but not in the analog time history,
this firmly identifies the ADC as the source of the clipping. In such cases, it is recommended that
the analog signal be redigitized with a lower input sensitivity to the ADC. If the digital data are
acquired on-line, and clipping is identified in the digital time history, the data rejection criteria de-
tailed in Section 4.301.2 apply.

4.4,2. Mve Di@tal NoisQ, If the maximum instantaneous signal value is too small relative to
the dynamic range of the ADC, the signal will be obscurexi by the digital noise of the ADC (see
Section 3,7. 1.3)0

4.4.2.1 ~on proced~. Unlike analog instrument noise problems, excessive digital
noise is easily identified in digital time histories, even for random signals. Specifically, the signal
will usually appear as a series of well defined steps in the time history, as shown in Figure 4.11.
Digital noise will also be revealed in a spectrum for the signal, as detailed in Section 4.5.2.1.

4.4.2.2 Data ~ction u. If the digital data are acquired by the digital conversion of an
analog recoxtl, and excessive digital noise appears in the digital time history but not in the analog
time history, it is recommended that the analog signal be redigitized with a higher input sensitivity
to the ADC. If the digital data are acquired on-line, and digital noise is identified in the digital time
history, the data rejection criteria detailed in Section 4.3.2.2 apply.

4.4.3 Wild Pti. On occasions, the output of an ADC may include one or rncm erroneous val-
ues due to a momentary malfunction of the ADC or a failure of the formatting equipment. Such
digital data errors are called “wild points”.
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Figure 4.11. Illustration of Excessive Digital Noise Due to Inadequate Input Signal hvel to ADC.

4.4,3.1 ~n l%oced~ . Wild points generally appear in a digital time history much like
the intermittent noise spikes illustrated in Figure 4.7. Hence, the identification procedures in
Section 4,3.3.1 apply to wild points as well. The detation of wild points can be further enhanced
by applying a sine wave to a separate “check-channel” in the ADC. Wild points in an otherwise
sinusoidal signal are obvious. Hence, assuming the malfunction causing a wild point influences all
ADC channels, wild points can be easily detecttxl by simply comparing the outputs of the ADC
data channels with the sinusoidal output of the check-channel.

4.4.3.2 ~. It is important that wild points be detected and removed from the
digital time history prior to analysis, because they can severely distort the results of certain types of
analysis, particularly any form of spectral analysis. The procedures for removing wild points from
digital time histories are the same as those detailed for intermittent noise spikes in Section 4.6.2.

4.4,4 Spurious Tren~ . On rare occasions, a drift in the ADC circuits may cause a trend to appear
in the digital time history. If it is desird to automate the detection of possible tnmds in digital time
history measurements, this can be accomplished using the trend detection algorithm detailed in
Section 4.8.

4 . 4 . 4 . 1  ~on P r -. ADC drifts will cause a trend in the signal time history si@lar
to that previously illustrated for analog signals in Figure 4.9.

4,4.4.2 ~am -n tiw
. . . . . If the digital data are acquired by the digital conversion of an

analog recording, and a trend appears in the digital time history but not in the analog time history,
this f~y identifies the ADC as the source of the trend. In such cases, it is recommended that the
analog signal be redigitizal with a repaired or new ADC. If the digital data are acquired on-line,

I
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and a trend is identified in the digital time history, the trend should be removtxi from the signal
using a highpass digital filter or the detrending operation based upon the criteria detailed Section
4.3.5,

4,4,5 Other ADC M~. Most other ADC malfunctions are catastrophic, i.e., they result
in either a total loss of ADC output values, or they produce output values with a fomat that cannot
be red by later data analysis programs. Such problems dictate a major repair or replacement of the
ADC. To help suppress these problems, regular testing of the ADC is recommended. Also, the
user should be fully familiar with the ADC capabilities, including the filters built into the ADC
system.

4,5 ~n of A~zed D~. . The best approach to the detection of spurious data sig-
nals is through a visual inspection of the time histories prior to a detailed data analysis. However,
this is not possible for the case of on-line data analysis. Furthermore, even when stored time his-
tories are available, them are certain types of anomalies, particularly in random signals, that are not
easily detected by visual inspection of time histories alone, Some of these anomalies in random
signals are easily detected (as long as the signals are stationary) in the results of certain data analy-
sis procedure, in particular, probability density analysis and narrowband spectral analysis.

4.5.1 ~obabilitv Density Plots. For the case of stationary random data, if a probability density
analysis (see Section 5.7. 1) is performed as part of the normal data analysis requirements, then an
inspection of the probability density plot is recommended to identify the following data anomalies
that may have been missed during the visual inspection of time histories, For those cases where
stationary random signals tue analyzed on-line (no time histories are available for visual inspection
prior to analysis), the computation of probability density plots solely for data validation purposes
should be considered,

4,5.1.1 ~. Signal clipping due to an inadequate upper limit on the dynamic range
of one or more instruments in the data acquisition system (see Section 4.3.1), including the ADC
(see Section 4.4.1), will appear in a probability density plot as peaks on the tails of the computed
probability density. This is illustrated for the case of an otherwise stationary random signal
(assured to be approximately Gaussian) in Figure 4.12(a) and (b). The detection of clipping can
be enhanced by plotting the probability density values on a logarithmic scale. The data rejection
criteria are the same as detailed in Section 4.3.1.2.

4.5.1.2 *tent Noise. Intermittent noise spikes in an otherwise stationary random signal
due to a defective connector or cable shield, or “click” noise (see Section 4.3.3), will appear in a
probability density plot as unduly long extensions of the tails of the plot, as illustrated in Figure
4.12(c). Sometimes the noise spikes wcur with only positive or negative values, in which case the
probability density will display an unduly long tail in only one direction. If the computed proba-
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4.5.1.3 ~. Wild points in a digital time history due to a malfunction of the ADC will
appear in a probability density plot exactly like intermittent noise spikes, The data rejection crite-
rion given in Section 4,S. 1.2 applies,

4,5,1.4 ~bwer Line PickW. Power line pickup in an otherwise stationary random signal (see
Section 4,3.4), if it is sufficiently intense relative to the random signal, will appear in a probability
density plot as a valley centered at the mean value, as illustratexi in Figure 4. 13(a] and (h). How-
ever, the rms value of the power line pickup must bat least equal to therms value of the random
signal it contaminates before the anomaly shown in Figure 4.13(b) is obvious. A narrowband
spectral analysis provides a far more powerful tool for the detection of power line pickup. The
data ~jection criteria are the same as detailed in Section 4.3.4.2.

4.5.1.5 - Drop Om.. Signal drop-outs in an otherwise stationary random signal (see
Section 4,3.6) will appear in a probability density plot as a sharp peak at the mean value of the sig-
nal (at zero voltage assuming the data acquisition system is AC coupled). This is illustrated in
Figure 4.13(c), Even a single, short duration drop-out will usually cause a discernible peak in the
probability density at the zero value, making a probability density plot a powerful tool for detecting
signal drop-outs. The data rejection criteria are the same as detailed in Section 4.3.6.2.

4.5.2 ~mwband  SpeCtral Andjm“ . For all measured data signals (periodic, random, and tran-
sient), a narrowband spectral analysis of some form (see Sections 5.4 and 5.5) will usually be per-
formed as part of the normal data analysis requirements. An inspection of the spectra is reconl-
mended to identify the following data anomalies that may have been missed during the visual in-
spection of time histories. For those cases where stationary random signals are analyzed on-line
(no time histories are available for visual inspection prior to analysis), the visual inspection of nar-
rowband spectral plots is imperative, since there is no other procedure available to detect certain
types of data anomalies.

4.5.2.1 ~~sive I~on Nol&. . . For the case of stationary random dam the contamina-
tion of the signals by excessive instrumentation noise is difficult to detect by a visual inspection of
time histories prior to analysis (see Section 4.3.2). However, such noise is easily identified in a
narrowband autospectrum. Specifically, instrumentation noise tends to have a relatively flat spa-
trum (i.e., the spectral values at all frequencies are similar in magnitude), while the signals pro-
duced by dynamic measurements, particularly structural vibration measurements, usually have
spectra that cover a wide dynamic range (i.e., spectra with distinct peaks and notches). Hence, the
appearance of constant spectral values at most frequencies is usually indicative of excessive in-
strumentation noise, as illustrated in Figure 4. 14(a) and (b). For data validation purposes, if the
spectrum of a measurement is similar to that shown in Figure 4.14(b) and does not reveal spectral
values that exceed the background value by at least 10 dB, it is recomnded that the measurement
be rejtxxxl unless corrective editing operations can be performed, as detailed in Section 4.6.1.
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bility density reveals values in excess of i four standard deviations from the mean value, it is rec-
ommended that the measurement be rejected, unless the noise spikes can be removed by the cor-
rective editing discussed  in Section 4.6.2. These limits may be increased when an accelerometer is
mounted on a structure with hardening-spring non-linear response characteristics, or when the data
am sampled over an unusually long duration.
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Figure 4.12. Influence of Signal Clipping and Intermittent Noise on Probability Density Plots.
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However, if there are spectral values that exceed the background noise by at least 10 dB, then the
computed spectrum of the measurement can be used for restricted interpretations at those frequen-
cies where a 10 dB or greater margin exists. The frequency range of acceptable restdts can be fur-
ther expandtxl by the corrective editing operations discussed in Section 4.6.1.

(a) Gaussian signal
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0.2

0.1

0.0-5 -;

Normalized Instantaneous Value, (x - p)l~

(b) Gaussian signal with power line pickup
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(c) Gaussian signal with drop-outs
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Figure 4.13. Influence of Power Line Pickup and Signal Drop-Outs on Probability Density Plots.
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Figure 4.14.
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4.5,2.2 . The presence of small amounts of power line pickup may not be
apparent from a visual inspection of the time histories for measured signals (see Section 4.3.4) or
in a probability density plot (see Section 4.5.1.4). However, power line contamination will be
clearly apparent in a narrowband spectral analysis, since it appears as a sharp spectral peak at ex-
actly the power line frequency (e.g., 60 Hz). In the more severe cases of power line contamina-
tion, the harmonics of the power line frequency will also appear in the spectrum, as indicated in
Figure 4.14(c). As discussed earlier in Section 4.3.4. if power line pickup occti early in the data
acquisition process and is strong, it can cause saturation of later data acquisition instruments and
make all analyses of the measured signal suspect. In many cases, however, it only destroys that
iriformation in the signal at exactly the power line frequency and alI multiples thereof. For data
validation purposes, the recommendations in Section 4.3.4.2 apply.

4.6 -tive _ of ~. For those measurements where digital time histories
are stored prior to analysis, digital modifications of the measured signals to remove certain types of
data anomalies should be considered. These corrective editing operations require the exercise of
personal judgment based upon experience. In particular, it is important that the cxiiting operations
not add subjcxtive information to the raw data, which might lead to conclusions based upon more
information than is actually available from the data. For these reasons, it is recommended that all
corrective editing be directed by the most experienced analyst available within the organization re-
sponsible for the data valklation and editing process.

4.6,1 ~ for ~ N*. . For the case of random signals only, if
excessive instrumentation noise is detected in the spectrum of the measurement (see Section
4.5.2, 1), it is recommended that the computed spectral values of the measurement be corrected by
the following proceduw

(1) Identify all frequency intervals where the autospectral density values appear to be at least 3
dB above (twice the value of) the background noise autospectral density values [see Figure
4.14(b)].

(2) In all the frequency ranges identified in Step 1, determine the level (in dB) of the computed
autospectral density value relative to t!!e background noise autospectral  density value as a
function of frequency.

(3) Based upon the ratios determined in Step (2), rduce  the computtxl autospectral  density val-
ues, as detailed in Figure 4.15.

No effort should be made to corrector use the remainder of the autospectrum of the measumnent
where the spectral values are less than 3 dB above the values produced by the instrumentation
noise.
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Figure 4,15. Noise Floor Correction Factors for Spectral Density Estimates of Random Signals.

4,6.2 val of ~t N~ W~. If intermittent noise spikes are
detecttxl in a measurement during the visual inspection of the time history (see Section 4.3.3), or
from a probability density computation (see Section 4.5.1.2), it is recommended that such noise
spikes be removed from the digital time history by the following procedure:

(1)

(2)

(3)

Remove all digitd time history values defining each noise spike, The number of digital val-
ues Nn defining each noise spike will be a function of the digital sampling rate R~ (in sam-
ples/see) and the upper cut-off frequency of the data acquisition system, which is usually
determined by the cut-off ftequency f. (in Hz) of the anti-aliasing filters. As a rule of thumb,

N“=%”
Replace the removed values for each spike with new values determined by a suitable interp
lation between the last value before and the first value after the spike. For example, if the
signal is periodic, an interpolation based upon data values obsmwd in a previous period of
the signal should be used. For random and transient signals, a linear interpolation should
suffice, although more elaborate interpolation routines can be used.

If the data where acquired with oversampling (see Section 3.7.3.2), the oversarnpled time
histories can be edited using a linear interpolation, The final interpolation will occur when
the time histories are digitally filtered and decimated prior to analysis.

190



It is imperative that all removed data values are replaced by interpolated values to assure that the
time base for all other values of the digital time history is not altered, Furthermore, it is imperative
that the editing operation not leave any extreme discontinuities in the edited time history. The
above procedure also applies to the removal of wild points introduced by the ADC (see Section
4.4.3), except wild points often involve only a single data value, and in my case are unrelated to
the bandwidth of the data acquisition system.

4.6,3 Val of ~. If a spurious trend is detected in a measurement during the
visual inspection of the time history (see Section 4.3.5) or by a trend detection algorithm (see
Section 4.8), it is recommended that the trend be removed from the digital time history. For those
cases where the spectral content of the signal is of no interest at frequencies below f = 10flr Hz,

where Tr is the measurement duration in W, the trend can be removed with a conventional high-
pass digital filter (see Section 5.2.4.2) having a cut-off frequency of no less than f = 10~r Hz.
This will be true in all cases whexe the autospectrum of a random signal is computed by subdivid-
ing the total measurement duration Tr into M 2 10 segments, each of length T, as described in
Section 5.4.3. In those rare cases where the spectral content of a signal at frequencies down to f =
l~r Hz is of interest, as may arise if the measurement duration is not segmenttd for spectral com-
putations, linear and other simple monotonic trends can still be removed from the signal by the
following procedure:

(1) Make a “least squares” fit to the digital time history by conventional ~gression analysis pr~
cedures [4.5, 4.6] using a polynomial with an order of three or less.

(2) Subtract the values of the “least squares” polynomial determincxl in Step (1) from the digital
values of the measured signal time history.

Trend removal should never be applied to pyroshock data in an effort to remove a zemshift from
the signal, for the reasons detailed in Appendix A.

4.6.4 . For periodic and stationary random signals, if
temporary signal drop-outs are detected during the visual inspection of a measured time history
signal (see Section 4.3.6), those time intervals covering the drop-outs can be deleted from the digi-
tal time history data, and the remaining portions of the measured signal before and after the drop-
outs usually can be analyzed. (Note the important exception for measurements involving piezoelec-
tric transducers discussed in Section 4.3.6.2). However, it is important to avoid an FIT computa-
tion over any time segment of the edited signal that includes a discontinuity due to the editing.
Specifically, for the case of stationary random signals, it is recommended that a spectral analysis of
the edittxi measurements be perfomed as follows:
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(1)

(2)

(3)

Divide the edited time history signal into the M disjoint segments needed for a spectral anal y-
sis (see Section 5.4.3) in a manner that does not allow a discontinuity due to the editing to
occur within any segmen~ as illustrated in Figure 4.16(a).

If a large number of drop-outs are edited from the signal, the procedure in Step (1) may result
in a substantial loss of information in the analysis. This problem can be supprused by se-
lecting overlapped segments, as illustrated in Figure 4.16(b). If this alternate approach is
used for the spectral analysis of random signals, it must be remembered that the variance of
the resulting spectral estimate is no longer inversely proportional to the number of data seg-
ments (see Section 5.4.3.7).

For those cases where spectral analyses are performed on multiple measurements from the
same experiment, it is important that the same time segments be used for the analysis of all
the measurements for comparative purposes.

x(t) (a) Division into contiguous segments

x(t) (b) Division into overlapped segments

Figure 4.16. Selection of Time Segments for Spectral Analysis of Signals with Drop-Outs.
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The same procedure can be used to compute spectra for periodic signal measurements with temp
rary drop-outs, However, if the periodicity is sufficiently stable to preclude sampling errors in the
spectral computation (see Section 5.4.2.6), an adequate spectrum can usually be computed using
any one segment of the signal between drop-outs.

4,7 Identification of Permchc Com~one~,. . During the visual inspection of spectral data (sea
Sr~ticm 4,5,2), there maybe cases where a sharply defined peak occurs in a narrowband spectrum
at a frequency that cannot be correlated with a physical source, e.g., a rotating element or self-
limiting instability. Such a peak might be due to an unknown periodic source that has physical
significance. On the other hand, it could represent a lightly damped resonant response of a struc-
ture or acoustic cavity to random excitation, meaning the spectral peak represents a narrowband
random signal rather than a periodicity. There are two basic procedures that can be employed to
distinguish between these two types of signals. The fwst is a straightforward procedure using a
narrowband spectral analysis, and the second is a more powerful procedure involving a bandlim-
ited probability density analysis.

4.7.1 owb~“ , To distinguish Ixtween periodic and narrowband random
components producing peaks in the spectrum of an otherwise broadband random signal, the spec-
trum should be recomputed using a finer frequency resolution (a narrower analysis bandwidth).
Noting that sine waves theoretically have zero bandwidth, if the spectral peak is due to a periodic
component the width of the spectral peak will be the same as the resolution bandwidth of the anal-
ysis and, hence, will decrease as the analysis bandwidth is made smaller. If the spectral peak is
due to a narrowband random component, it will have a finite bandwidth that will ultimately be
identified as the resolution bandwidth of the analysis is made smaller. Assuming a linear spectrum
is computed (see Section 5.4.2), if the spectral peak is due to a periodic componen~ the magnitude
of the peak will not diminish as the resolution bandwidth is reduced, On the other hand, if the
spectral peak is due to a resonant response to random excitation, the magnitude will ultimately di-
minish as the resolution bandwidth is made smaller. If an autospectrum is computed (see Section
5.4,3), the spectral peak due to a periodic component will increase as the resolution bandwidth is
reduced, whereas the spectral peak due to a narrowband random response will ultimately show a
negligible change as the resolution bandwidth is rcducal (see Section 5.4.3.4).

4.7.2 ~d PK)uv,. ~. There maybe cases where a peak in the spec-
trum of an otherwise broadband random signal is due to a deterministic phenomenon that is oscilla- .
tory, but not at a fixed frequency, e.g., the vibration induced by the unbalance of a rotating ma-
chine with varying rotational speed. In other cases, the spectral peak may be due to a periodic
phenomenon with a randomly modulated amplitude, e.g., the pressure induced at the blade passage
frequency in the plane of a propeller operating at a fixed rotational speed, but with a turbulent in-
flow. For such signals, sometimes referred to as quasi-periodic signals, the resulting peak in a
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computed spectrum will have a finite bandwidth much like a narrowband random signal. Hence,
the procedure discussed in Section 4.7.1 will not distinguish between the two cases,

A procedure that will distinguish between quasi-periodic and narrowband random signals is as
follows:

(a) Isolate the frequency range of the sigmd around the spectral@ in question by filtering the
original signal with a narrow bandpass filter (either analog or digital) having a center fre-
quency at the mid-frequency of the spectral peak, and a bandwidth just wide enough to in-
clude the full bandwidth of the spectral peak.

(b) Compute a probability density function of the bandpass filtered signal using an averaging
time T that is long compared to the reciprocal of the filter bandwidth B, i.e., T z 10/B.

If the spectral peak is due to a narrowband random signal, the probability density function of the
bandpass filtered signal will be very close to the Gaussian form illustrated in Figure 4.13(a) [4.7].
If the spectral peak is due to a periodicity or quasi-periodicity, the probability density function of
the bandpass filtered signal will have a valley centered at the mean value, as illustrated in Figure
4.13(b) [4.8].

4.8 ~ Trenk. . The concept of stationarity is usually defined in the
context of an ensemble of sample nxords forming a random process, where the process is station-
ary if the average properties of the process computed over the ensemble at any instant are invariant
with time translations [4.5]. For an individual time history measurement, which constitutes a sin-
gle physical realization of a random process, stationarity is interpreted as a lack of time dependence
in the average properties computed over each of a sequence of contiguous, short time intexvals.
However, due to the statistical sampling errors inherent in computing average values of random
data with a short averaging time (see Section 5.2,2.3), there is a problem in distinguishing between
time variations in the sequence of computed averages and statistical sampling errors. This section
details a simple statistical test that can be used to determine if the average properties of a measurvd
time history computed from a sequence of short time averages vary significantly with time. The
test is nonparametric and, hence, is applicable to all time histories, whether they are deterministic
or random, and is independent of their probability density functions. The testis most powerful in
detecting a monotonic trend in a pammeter value of interest over the the measurement duration, and
may be ineffective in detecting certain types of cyclical trends,

4.8.1 m C~. Nonstationary vibration and aeroacoustic data produced by
aerospace vehicles commonly reveal a time-varying mean square (or rms) value, no matter what
mechanism may be producing the nonstationary behavior. This ocmrs btxause the mean square
value is determined by the mean value of the signal and its variance, i.e., the area under its autm
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spectrum. If a signal were to have a time-varying mean value ancVor a time-varying spectrum, the
mean square value could appear stationary only if the mean value and/or the spectrum va.rhxi with
time in such a manner as to keep the sum of the square of the mean plus the variance a constant,
Such nonstationary conditions are highly unlikely in vibroacoustic signals. Hence, a test for”time
variation$ of the mean square value alone will usually suffice as a test for stationarity. However,
the statistical test to be described shortly can be applied to as many different parameters as desired
to evaluate the stationary properties of the signal in gmtwr detail,

4.8.2 . Consider a time history x(t) measured over a time interval, O < t s T,.
Divide the measurement into a sequence of q contiguous (disjoint) segments, each of equal dura-
tion T = TJq. Compute an estimate for a parameter of irmmst (e.g., therms value) by time averag-
ing over each of the segments to obtain the sequence of estimated values, yi; i = 1, 2, . . . . q. Next,
compute the quantities

hij

= 1 (yi Z Yj)
= O (Yi < Yj)

where i <j; i = 1, 2, . . . . q-1, and j = i+l, i+2, ,,,, q, Then compute

q
Ai = z h ij (4.lb)

j=i+l

which are called the number of reverse arrangements for yi. Finally, compute the total number of
reverse arrangements for the entire sequence ~m

q-1
A=~Ai (4.lC)

i=l

If the signal parameter y of the measured time history x(t) is time invariant (stationary), the number
of reverse arrangements A computed from the sequence of estimates, yi; i = 1, 2,..., q, will be a

(4. la)

random variable with an approximately normal distribution
viation given by [4.9]

pA .WL#

having a mean value and standard de-

(4.2a)

GA=
~q

(2q + S)(q - 1)
72
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4 . 8 . 3  -n R- . The decision as to whether the parameter y of the measured time his-
twy x(t) can be accepted as stationary is accomplished by a conventional two sided, statistical
hypothesis test [4.s], Specifically, for any desired level of significance a, the acceptance region
for the hypothesis of stationarity is given by

Aq:14<AS~;@ (4.3)

where the values of Aqjl .ti and A%W are given directly from Table 4.1. If the value of A com-
puted in Equation (4.1) falls outside the bounds of Equation (4.3), this is considered to be ade-
quate evidence (at the a level of significance) that the signal parameter being investigated is non-
stationary. However, if the value of A falls within the bounds, then the signal parameter being
investigated would be acceptcxi as stationary.

Table 4.1. Percentage Points for the Reverse Arrangements Distribution,

A~;l.wZ A~;ti

q l-m = 0.99 14= 0,975 l-m = 0.95 ti = 0.05 UJ2 = 0.025 af2 = 0.01

10 9 11 13 31 33 35
12 16 18 21 44 47 49
14 24 27 30 60 63 66
16 34 38 41 78 81 85
18 45 50 54 98 102 107
20 59 64 69 120 125 130
25 100 108 114 185 191 200
30 152 162 171 263 272 282
40 290 305 319 474 489
50 473 495 514 710 729 751
60 702 731 756 1013 1038 1067
70 977 1014 1045 1369 1400 1437
80 1299 1344 1382 1777 1815 1860
90 1668 1721 1766 2238 2283 2336

100 2083 2145 2198 2751 2804 2866

Two issues in applying the test are the number of segments q over which estimates are made, and
the level of significance c% for the test. Assuming the data represent typical vibroacoustic mea-
suwments, the following rules are recommended for the selection of the number of segments q:
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(1) The number of segments used for the estimates should never be less than q = 10, and prefer-
ably should be q ~ 20.

(2) If the total measurement duration is 20< T, S 100 see, the number of segments should be
increased appropriately to maintain a segment duration of T = 1 sec.

(3) If the total measurement duration is T, ~ 1(KI W, the segment duration T should be increased
appropriately to maintain q = 100 segments.

The following rules are recommended for the selection of me level of significance u:

(1) Forq <20,  uses =0.10.

(2) For 20 S q s 40, use et = 0,05.

(3) For q >40,  use et = 0.02.

It should be mentioned that for q z 40, the testis extremely powerful and will detect minor time
variations in the parameter value that may not be of physical significance.

4.8.4 ~. Figure 4,17 shows a sequence of rms value estimates for a 20 sec long ran-
dom signal measurement, each computed over a 1 sec time interval to give a total of q = 20 esti-
mates. Also shown in Figure 4.17 are the numerical values of the estimates. From Equation
(4. 1), the reverse arrangements produced by this sequence of estimates are computed as follows:

A~=8 A~=6 All =7 Alb=O
AZ=3 A7=1 A12 = 6 A17=2
A3=8 Ag=8 A13=0 AI* = 1
Ab=3 Ag=l AIA=O Alg = 1
A5=0 A10=4 A15 = 3

For example, yl is greater than y2, yd, y5, y7, yg, y13, yld, and ylfj; hence, Al = 8. the sum of
the reverse arrangements is A = 62.

From Table 4.1 and Equation (4.3), the acceptance region for a test of q = 20 values at the 5%
level of signiilcance (cx = 0,05) is

64< AS 125
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Figwe 4,17. Sequence of Short Time-Averaged RMS Value Estimates of a Random Signal,

Since the computed value of the reverse arrangements is A = 62, the hypothesis of stationarity is
rejected, and the rms value of the measurement is considered nonstationary. In fact, the estimates
shown in Figure 4.17 were computed from a random signal that was generated with an rms value
that gradually increased by about 15% over the 20 w measurement duration. Hence, the test pro-
duced a statistically correct result.

4.9 Jleferences.

4.1

4.2

4,3

4.4

4,5

Vellutini, G. A., and Wright, C. P., “Knowledge-Based Systems for Test Data
Acquisition/Reduction”, Proc.,  Ilth Aerospace Testing Serm”nar,  pp. 85-103, Oct. 1988.

Paez, T. L., and Smallwood, D. O., “Statistical Measures of Clipped Random Signals”,
Shock and Vibration Bull., No. 57, Pt 3, pp. 165-177, Jan. 1987.

Nelson, D. B., “Critique of Ballistic Vehicle Vibration Measurements”, SAE Paper 871741,
Oct. 1987.

Wright, C. F., “Dynamic Data Invalidity Due To Measurement System Non-Linearity”,
Proc.,  Western Regional Strain Gage Comm.,  Sot. Exper. Mech.,  Brcmkfield,  CT, Feb.
1985.

Bendat, J. S., and Piersol, A. G., Random Data: Analysis and Measurerntvu  Procedures,
2nd cd., Wiley, NY, 1986.

198



4.6

4.7

4.8

4.9

Otnes, R. K., and Enochson, L., Applied Time Series Analysis, Vol. 1, pp. 98-103, Wiley,
NY, 1978.

Papoulis, A., “Narrow-Band Systems and Gaussianity”,  RADC-TR-71 -225, Rome Air
Development Center, Griffiss AFB, NY, Nov. 1971.

Rice, S, 0., “Mathematkal halysk of I?andom Noise”, Selected Papers on Noise and
Stochastic Processes, (Ed: N. Wax), Dover, Mineola, New York, 1954.

Kendall, M. G., and Stuart, A., The Advanced Theory of Statistics, Vol. 2, Hafner, NY,
1961.

199



THIS PAGE IS INTENTIONALLY LEFI’ BLANK

200



5. DATA ANALYSIS

5.1 Introduction. This section presents guidelines for dynamic data analysis instruments, proce-
dures, and parameters. lt is assumed the organization doing the analysis has a fast Fourier trans-
form ~ digital signal processor or appropriate FFI’ software on a main-frame computer avail-
able for data analysis purposes. However, the guidelines are applicable to other types of signal
processing procedures as long as the analysis parameters are equivalen~ Such alternate procedures
include correlation (so called “Blackman-Tukey”)  algorithms, digital bandpass filtering algorithms,
and heterodyne techniques with a fixed filter. An outline of the data analysis procedures covered in
this section is presented in Figure 5,1,

5.2 ~ Histori~. The signal analysis procedures discussed in this section are in addition to the
evaluations previously detailed in Section 4 for data validation and editing purposes.

5.2.1 Instantaneous Value$, Beyond the purposes of data validation and editing, certain applica-
tions may require an evaluation of instantaneous signal values, In particular, the general design of
structures for low frequency loads is commonly based upon maximum value estimates made from
signal time histories,

5,2,1,1 Anal= Instruments. The most common analog- devices used to produce a hard copy
record of a measurwl signal x(t); O < t <T, (commonly referred to as strip chart recorders) include
[5. 1, 5.2]: (a) galvanometric pen recorders, (b) galvanometric light beam oscillograph recorders,
(c) potentiometer recorders, (d) CRT recorders, (e) light array recorders, (f) x-y plotters, and
(g) digital el~trostatic r~orders (which function like analog recorders even though they are basi-
cally digital devices). Of these available types of devices, the galvanometric light beam recorders
and digital electrostatic recorders are considered the most desirable for dynamic data because of
their high fnquency  response capabilities. Specifically, digital electrostatic recorders produce an
output up to 15 kHz. Galvanometric light beam recorders work up to about 8 kHz (excluding the
reduced deflection sensitivity of the galvanometers. The high frequency response of the most com-
monly used paper for galvanometric light beam recorders is about 5 kHz, If the data are FM tape
recorded, signals at frequencies above 5 kHz can be brought within the upper frequency limit of
the galvanometers and its paper by playing the tape back at a speed slower than the speed used to
make the tape recording, e.g., 40 kHz data recordcxl at 60 ips can be reduced to 5 kHz at a play-
back speed of 7.5 ips, with no change in amplitude,

5.2.1.2 ~i~ital Instru-, The most common digital devices used to produce a hard copy
record of a digitized signal x(nAt); n = 1, 2, .,,, N, include [5,2]: (a) incremental plotters, (b) x-y
plotters, (c) dot matrix printers, (d) laser printers, and (e) thermal array recorders. High resolution
dot matrix printers (at least 200 dotdin.),  laser printers, and thexmal array recorders me considered

201



r I t .I .~ (5.2)

~ Instantaneous Values (5,2,1) ~_

t-i Average Values (5.2,2) 1---

~ Synchronous Averages (5,2,3) I

I
J J
r 4

l-i Filtered Signals (5.2.4) I

I a ~a==””---”-i (5.3) I

~ Time Dependence (5.3.1) ~

-1 Randomness (5.3.2) t - - i

--l Normality (5.3.3) t - - ’

-1 Coherence (5.6.2)

~ Frequency Response (5.6.3) I

--l Crws-Correlation  (5.6.4) I
I J

# 1
~ Cmelation Coefficient (5.6.5) I

Y Unit Impulse Response (5.6,6) I

%
FIW Algorithms (5.4.1)

7 Periodic Data (5.4.2)
(Linear spectra) I

--i

Stationary Random Data (5.4.3)
(Auto or Power Spectra) I

-1 Nonstationary Data (5.4.4) I

-1 Proportional Bandwidth (5,4.5)
(1/3 Octave Band Spectra) I

Transient DaQ (5.5)
I

--l Linear Spectra (5.5.1)
L

I

-1 Energy Spectra (5,5,2)

--i Shock Response Spectra (5.5.3)

-d
--l Ppbability Density (5,7.1) I

~ Parametric Spectral Analysis (5.7,2) I

Miscellaneous Procedures (5.7.3)

Figure 5.1. Outline of Data Analysis Procedures.
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the most desirable for dynamic data. The magnitude resolution error associated with digital plot-
ting devices is a function of the digital word size (see Section 3.7,1.3) and the time axis resoluticm,
i.e., the number of digital values the plotter can generate over the length of the time axis.

5.2,2 Average Vati. Various different average values (moments) of measured stationary sig-
nals might be computed, although the mean value pX and the standard deviation crX (or rms value
\~X) are usually the average values of greatest interest. Estimates of the mean value and standard
deviation of a signal x(t); O ~ t <T, maybe computed directly by either analog or digital devices
using the following

(a) Mean value:

(b) RMS value:

(c) Std. deviation:

algorithms:

T

‘x=+~x(t)dt 1 N= ~ ~ x(nAt) (5.1)
n=l

@X= {~ ~x’(t)dt) ‘“ = {~ $ x2(nAt))”2
o *1

(5.2)

6X= {~ [[x(t) - jlxl’dt )’” = (&j~ [x(nAt) - ~J2) ‘E (5.3)
o n=l

In Equations (5.1) through (5.3), T is the linear averaging time for analog signals, N is the number
of data values for digital signals (T= NAt), and the hat (A) denotes “estimate of”, For most high
frequency dynamic measurements, the tmnsducer does not sense the static or DC component of the
signal (see Section 3.2), whereas for most low fkquency measurements (below 50 Hz), the DC
com@nent is included. Without the DC componenq the mean value of the signal is zero and the
rms value computation of Equation (5.2) will yield the standard deviation.

5.2.2.1 ~.Both analog and digital DC voltmeters essentially compute
the mean value of a signal, while true rms voltmeters (not to be confused with AC voltmeters)
compute an approximation of the mm value of a signal. Most analog and digital voltmeters com-
pute a continuous exponential weighted (RC) average, rather than a single linear average (see
Section B.4.2 in Appendix B). The RC avemging time constant of the voltmeter, denoted by K, is
often fixed at one or a few values ranging from K = 0.1 to 1 sec. The averaging time constant is a
key parameter in establishing the accuracy of average value estimates for random signals, to be dis-
cussed shortly. The operations in Equations (5.1) through (5,3) are easily accomplished on a digi-
tal computer (either PC or main-frame) with simple software programs.

5.2.2,2 . Although voltmeters usually compute a continuous exponentially-
weighted average, computer programs can be written to average in any manner desired. The sim-
plest programs compute a linear average over contiguous sets of N data values spaced At apart to
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produce independent average value estimates every T = NAt see, as given in Equations (S. 1 )
through (5.3). For the case of stationary or steady-state signals (where the average value of inter-
est does not change over the duration of the measurement), a single linear average over the entire
measurement is recommended, For the case of nonstationary signals (where the average value of
interest is changing over the measurement duration), an exponentially weighted average is recom-
mended for analog signals, and a step-wise linear average is recommendwi for digital signals. A
step-wise linear average (sometimes callti  a running average) can be produced by computjng  a
series of average value estimates using N data values, where one new value is added to the end and
one old value is discarded from the beginning of the N data values for each average. This will
produce correlated average value estimates every At sec (see Appendix B).

5,2.2.3 AMX@g  Time ~1~~~. For periodic signals, the only error in an average
vrdue estirna (beyond calibration errors) is the truncation error caused by the fidCt that the averag-
ing operatiolj may not cover an exact integer number of cycles of the signal. This truncation error
becomes negligible as the linear averaging time becomes long relative to the period of the signal.
For random signals, however, there will be a random sampling error in the average value estimate
that is dependent on both the averaging time and the frequency bandwidth of the signal. The ran-
dom errors for the estimates of the mean and rms values of random signals are summarized in
terms of a normalized random error (coefficient of variation) in Figure 5,2. The normalized ran-
dom error in the estimate of a parameter @ is defti as

C@]&r[&] = —@ (5.4)

For Me values: BT/(0/p,~; For RMS Values: BT

Figure 5,2. Normalized Random Errors for Mean and Mean Square Value Estimates.
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where ~ [~] is the stanckud deviation of the estimate ~. The quantity B in Figure 5.2 is the fre-
quency bandwidth of the signal, assumed to have a uniform spectrum, and the quantity T is the lin-
ear averaging time used to make the estimate. For the case of exponentially-weighted averages
with a time constant K, it can be assumed in Figure 5.2 that T = 2K [5.3]. See [5.4] for details on
random errors in average value estimates.

5.2.3 AvG. Reciprocating and rotating machinery (including propellers and
fans) operating under steady-state conditions produce periodic components (i.e., signals that ex-
actly repeat themselves after a time interval T1, called the period) such that

p(t) = p(t + rrl);  i = 1,2, 3,... (5.5)

However, the periodic signal of interest is sometimes contaminated by random background noise
and/or other independent data signals, producing a measured signal x(t) = p(t) + n(t), where n(t) is
the noise and/or other independent signals. In such cases, the signal-to-noise level of the periodic
signal of interest can be strongly enhanced by the procedure of synchronous averaging, where the
measurement is divided into a collection of segments, xi(t); i = 1,2, . . . . q, each starting at exactly
the same phase angle during a period of p(t). The collection of segments can then be ensemble av-
eraged to extract p(t) from the background noise, as well as other periodic components which are
not harmonically related to p(t), as follows:

$ ()p(t) ‘+ Xi t
i=l

(5.6)

5.2.3.1 ~.Many of the modem special purpose signal processing com-
puters produced for dynamic signal analysis provide a synchronous averaging mode. The pnma~
requirement is that a trigger signal must be providd to the analyzer that will initiate new signal
segments at a desired instant during a period of p(t). The averaging maybe accomplished directly
on the signal segments, or in the frequency domain on the Fourier transforms of the segments.
Simple software programs can be written to accomplish these same operations.

5.2,3.2 ~. Synchronous averaging is most effective when the trigger signal
is a noise free indicator of the phase during each period of p(t). For reciprocating and mating mac-
hines, a noise free trigger signal is commonly obtained using either an optical detector or a mag-
netic pulse generator on the reciprocating or rotating element of the machine. The time base accu-
racy of the trigger signal determines the accuracy of the magnitude of the resulting synchronous
averaged signal, i.e., time base enors in the trigger signal cause a reduction in the indicated signal
amplitude with increasing frequency [5.5].
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5.2.3.3 --to-N~. The signal-to-noise level enhancement for a synchronous
averaged signal is shown in Figure 5.3, where q is the numlxr of segments used in the ensemble
averaging operation [5.LI],  Letting CJX and on be the standard deviations of the signal and noise,
respectively, the signal to noise level enhancement in dB is defined as

S/N. = 10 loglo [SNR~SNRb] (5.7)

where SNR~ = (OX/0n)2 after the synchronous averaging, and Smb is the same ratio before the
synchronous averaging,

30

20

10

0
1 10 100 1000

Number of Segments, q

Figure 5.3. Signal-to-Noise Level Enhancement with Synchronous Averaging.

. Vibration data are often acquired over a wider frequency range than may
be of interest for certain applications, such as low fkequency (usually below 50 Hz) dynamic loads
analysis. It is common in such applications to lowpass filter the signals to obtain time histories
representing only the low frequency portion of the signal. In a large number of cases, the low fk-
quency signals are digitized and used as inputs to finite element computer models of structures to
obtain time histories of internal dynamic loads (i.e., stresses or strains at critical locations) from
which maximum values can & observed and compared to dynamic loads criteria. It should be
mentioned that the practice of defining maximum low fquency  loads using lowpass filtered sig-
nals involves a subjective judgment in that the resulting signal is heavily dependent on the cut-off
frequency, roll-off rate, and phase shift of the lowpass falter.
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Dynamic data signals are sometimes highpass filtertxi as well to AC couple the data. As for low-
pass filters, the detailed characteristics of such highpass filters should be known, and their possible
consequences on the interpretations of the resulting signals should be carefully assessed.

5.2.4.1 . The simplest way to limit the frequency range of a signal is to lowpass
filter the analog signal directly. If the signal is to be later digitized, the lowpass filtering can be
easily accomplished using the anti-aliasing filter for the analog-to-digital converter (AD(2), as dis-
cussed in Section 3.7.3. It must be remembered, however, that many analog anti-aliasing filters
introduce a nonlinear phase shift near the filter cut-off frequency that may distort the signal time
history.

5.2.4.2 ~. The more desirable approach to lowpass filtering is to fmt digitize the
signal with an ADC using a sampling rate and anti-aliasing filter appropriate for a substantially
higher cut-off frequency than that of interest (at least ten times higher). The desired lowpass falte-
ring can then be accomplished using a digital lowpass filter, Digital filters are highly stable and can
be easily designed to have a near-linear phase shift, corresponding to a fixed time delay, that will
not distort the signal time history. See Section 3.7.3 and [5.6, 5.7] for details.

5.3 . Prior to a detailed analysis, it is necessary to establish certain basic char-
acteristics of acquired dynamic signals that will influence the analysis procedures, The most im-
portant of these characteristics are (a) whether the signals are stationary, nonstationary, or tran-
sient, and (b) whether the signals are deterministic, random, or a mixture of both. For the case of
stationary random signals, there may also be an interest in (c) whether the signal values are nor-
mally (Gaussian) distributed, In many cases, the basic characteristics of the signals can be deter-
mined or assumai from a knowledge of the experimental conditions that produced the dam as out-
lined in Section 4.2. In other cases, specitlc evaluations or tests maybe required to fully establish
the basic characteristics of the signals, as detailed in Sections 4.7 and 4,8, Such evaluations and
tests will usually be accomplished as part of the data validation and editing activities coverd in
Section 4, but additional considerations maybe warranted for data analysis purposes.

5.3.1 ~. The first issue of concern in dynamic data analysis is the possible time
dependence of the signals, i.e., whether the signals are stationary (or steady-state), nonstationary,
or transient. As part of the data validation procedures discussed in Section 4, each measurement
should be identified with specific physical events that will separate the measured signals into time
dependence categories, as follows:

5.3.1.1 ~ or~. Stationary or steady-state signals are those whose aver-
age properties do not change with time, at least over the duration of the measurement, as illustrated
previously in Figure 4.2. Nearly all laboratory tests and most field and aimraft flight tests can be
designed to produce stationary or steady-state dynamic signals by simply keeping all the cxmditions
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that influence the signals constant during the measurements. Fmm a data analysis standpoint it is
recommended that this be done whenever possible. Howcwcr,  there will be cases where the ned
for slowly changing test conditions may be more important than the data analysis considerations,
e.g., swept sine tests used to identify resonance frequencies of structures.

5.3,1.2 ~0~ Dm. Nonstationary signals are those which are ongoing, but have at least
one important average property that varies with time, as illustrimxi previously in Figure 4.3(b). Xn
most cases, a time varying property of a measured signal can be anticipated from the characteristics
of the experiment producing the signal, as discussed in Section 4.2.2,. However, there may be rare
cases when the time dependence of a signal is in question, and a statistical test for stationarity like
that described in Section 4.8 is warranted.

5.3.1.3 ~. Transient signals are defined as those that have a clear beginning and
end, and a relatively short duration, as illustrated previously in Figure 4.3(a). Common sources of
transient dynamic data are summarized in Section 4.2.2.

5.3.1.4. ~ical Consi~. For those cases where the final application of the dynamic data
analysis is the determination of dynamic test requirements, the distinction between nonstationary
and transient data should be viewed in a more ph ysically relevant way. Speciilcally, nonstationary
dynamic environments are usually simulated for testing purposes by a stationary excitation equiva-
lent to the maximum levels that occur during the nonstationary dynamic event (see Appendix B).
For this testing approach to be valid, the time variations in the nonstationary environment must be
slow compared to the response characteristics of the item to be tested, so that the test item would
essentially have a fully developed response at any instant during the nonstationary environmen~ as
it will during the stationary test. Otherwise, a testing procedure using a transient excitation, rather
than a stationary excitation, is essential to properly simulate the dynamic response of the test item
to the environment. It follows that the distinction between nonstationary and transient data in this
case is dependent on the response characteristics of the test itern.

An easy way to assess the response time of a test item [O a nonstationmy excitation is in terms of
the mean square response time of a single degree-of-freedom system (see Section 3.2.2) to a step
random excitation, given from [5.8] as

~ = - L - (5.8)
4~fn

where
z = time required for single degree-of-freedom system to reach 95% of full mean square

response
~ = damping ratio of single degr~-of-freedom system

fn = undamped natural frquency of single degree-of- tkedom system
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To use Equation (5.8), estimate the lowest natural f~uency  and damping ratio of the test item,
and solve for the response time. For example, if fn = 50 Hz and ~ = 0.025, z = 0.2 sec. If the
time varying mean square value of a nonstationary signal varies from a minimum to a maximum in
lCSS than 0.2 see, then the signal should be viewed as a transient for testing purposes, and corre-
spondingly should be analyzed as a transient, as outlined in Section 5.5. See Appendix B for
details on the estimation of time-varying mean square values for nonstationary signals.

5.3.2 -m.  Dynamic signals may be either random or deterministic in character, or often
a combination of the two, as discussti and illustrated for stationary signals in Section 4.2.1. For
the case of nonstationary or transient dynamic signals, the distinction between random and deter-
ministic characteristics is usually not critical, since the data analysis procedues are similar in both
cases. However, for stationary random and steady state (usually periodic) deterministic signals,
the distinction is important because (a) it helps define the physical mechanisms producing the dy-
namic environment being measured, and (b) the requinxi data analysis procedures axe different.

5.3.2.1 ~ of P~. Deterministic components in stationary dynamic
data are usually periodic or almost periodic, and commonly originate fmm reciprocating or rotating
machinery (including propellers and fans), or self-limiting structural or aeroacoustic instabilities.
Such periodicities appear in a narrowband spectrum as sharply defined peaks at the frequencies of
the periodic components. Hence, with a sufficient knowledge of the potential periodic sources, it
is usually possible to associate sharply defined spectral peaks with specific physical sources, and
in so doing, identify the spectral peaks as periodic components, It is also possible to identify peri-
odic sources by signal processing procedures (see Section 4.7). In any case, the identification of
spectral peaks that represent periodic components should be accomplished during the data valida-
tion and editing operations outlined in Section 4.2.1, but if no~ it is recommended as an initial step
prior to detailed data analysis.

5.3.2.2 ~.. . Since different computational proce-
dures and data displays are involved in the analysis of random versus periodic signals (to be de-
tailed in Section 5.4), efforts are sometimes made to physically separate the random and periodic
portions of a signal for separate analyses using digital filters and/or synchronous averaging opera-
tions (see Stxtion 5.2.3). Assuming the ultimate applications of *he analysis can be served by a
spectrum, such a physical separation is not necessary, Inst~md, the spectral analysis can be ac-
complished simply by computing both a linear spectrum appropriate for periodic signals (see
Section 5.4.2) and an autospectrum appropriate for random signals (see Section 5.4.3), and then
interpreting the applicable speetrum at the spexitlc frequencies of the periodic and random portions
of the signal. The same result can be achieved by computing only a linear spectrum, and making
appropriate corrections for the random portion of the signal, cx vice-vew
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5.3.3 ~.  Situations may arise, particularly in failure prediction applications, where the
probability structure of stationary random dynamic data is of concern (SW Section 5.7.1). It is
commonly assumed that random signals are normally distributed (or Gaussian), i.e., they have a
probability density function given by

(5,9)

where ~ and crX are the true mean value and standard deviation, respectively, of the signal, as es-
timated by Equations 5.1 and 5,3, However, there sometimes are significant deviations from nor-
mality in random signals, particularly when nonlinearities  are involved in the structural or aero-
acoustic elements producing the signals, which may have a direct bearing on their interpretations
and applications [5.9], This possibility might be evaluated by simply computing a probability
density function and comparing it to the normal probability density function given in Equation
(5.9). In other cases, a statistical test for normality might be usd.

5.3.3.1 for Normali~. There are several different statistical tests for the normality of ran-
dom data, but the most widely used is the chi-squared  goodness-of-fit test, which is detailed in
most engineering statistics textbooks, e.g., [5. 10]. The chi-squared test is most effective when
applied to at least 24X), but no more than 2000, statistically independent data values. Of course, the
digitized values for dynamic data are generally correlated. As a rule of thumb in this case, the test
should be applied over a sequence of digital data values such that 100< BT < 1(M), where B is the
approximate frequency bandwidth of the dominant dynamic data values, and T is the duration of
the sequence of data values.

5.3.3.2 Spurious Deviations ilom Normt@ . When a probability density analysis or goodness-
of-fit test is performed on a random signal, it is essential that the signal be stationary. If the signal
is nonstationary, particularly when there is a time varying standad deviation, the probability den-
sity function computed by time averaging operations will appear non-Gaussian, even though the
phenomenon producing the measurement may actually have a Gaussian distribution (see [5.4] for
details). Hence, it is important that probability density computations and tests for normality be
limited to measurements that are known to be stationary, or have passed a test fm stationarity of the
type outlintxl in Section 4.8.

5,4 ~vsls - Pe. . .~ The most common and use-
ful presentation for individual dynamic meawuements is some form of frequency decomposition or
spectral analysis. Prior to 1965, such analyses were common] y performed using analog filtering
instruments called wave analyzers. The use of digital computers for spectral analysis was limited
prior to that time because the direct digital computation of spectra by Fourier transform procedures
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was computationally inefficient. However, with the introduction of the so called “fast Fourier
transform” ~ algorithms in 1965 [5.11], the calculation of spectra on digital computers imme-
diately became highly efficient, and digital computational techniques rapidly replacd analog in-
struments. Also, due to the rapid development of integrated circuits at about the same time, a wide
range of FIT-based special purpose digital signal processing instruments with front-end analog-to-
digital converters (ADCS) came on the market, and rapidly evolved to provide the capability for
fast, low cost data analysis with the same user control and convenience of the earlier analog in-
struments. Most narrowband spectral analysis of dynamic data is currently accomplished using
special purpose F.lT-based  digital instruments or FIT-based software programs on main-frame
computers and PCs.

5.4.1 FFT Algorithms. The finite Fourier transform of a measured signal x(t); 0< t <T, is de-
fined as

T
X(O = j x(t) e-J2~ft dt = :x(t) cos2nft dt - j ~x(t) sin2nft dt (50 10a)

o 0 0

where X(f) is a function of both positive and theoretical negative frequencies in Hz, For digital
computations, x(t) = x(nAt); n = O, 1, . . . . N-1, and the finite Fourier transform (usually called the
discrete Fourier transform or DFT) is given by

-

X(kAf) = At ‘~lx(nAt) exp[-j2nk~; k = O, 1, ..,, N-1 (5. 10b)
n=o

where Af = lfl = l/(NAT), The variable being transformed, x(t) = x(nAt), can be a complex num-
ber, although it is usually a real number for the case of dynamic data signals. On the other hand,
the output function, X(f) = X(kAf), generally is a complex number that includes both magnitude
and phase information. The nml part of the DFT is often called the cosine transform and the imagi-
nary part is called the sine transform.

There are a family of computational algorithms, commonly called “fast Fourier transform” or
“WI’” algorithms, that compute the DFf’ of a digital time series very efficiently. These ITT algw
rithms are the basis for most modern digital spectral analysis instruments and computer programs.
The DFI’ essentially yields the Fourier series coefficients of the signal x(t); 0< t S T, under the as-
sumption that x(t) is periodic with a period T1 = T. See [5,4, 5.7, 5.11- 5.15] for detailed de-
scriptions of FFI’ algorithms. The specific procedures used in this handbook to translate the DFT
into the Fourier mpmentation of a signal x(t) follow the conventions in [5.4].



The most common ~ algorithm used for dynamic data anal-
ysis requires that the number of data values to be analyzed be a power of two, i.e., N = 2P, where
p is an integer. Most of the special purpose FfW-based digital instruments operate with a fixed
number of data values corresponding to values of p ranging from p = 8 (256 data values) to p = 12
(4096 data values). Software programs on large computers generally offer greater flexibility, but
are still limited (even on virtual memory computers) by practical problems to sequences corre-
spcmding to p S 16 (65,536 data values). In any case, the sequence of data values operated on by
a single FFT computation is referred to as a “block” of data. The number of data values in each
block is called the block size N, and the duration of the block is called the block duration T = NAt.

5.4,1*2 ~.Equation (5, 10b) shows that the DFI’ of a block of N data val-
ues, x(nAt); n = O, 1, . . . . N-1, will produce N discrete frequency values, X(kAf);  k = O, 1, . . . . N=
1. However, only the fust [(N/2) + 1] frequency values in this sequence, from k = O to k = N/2
(representing non-negative frtquency values), provide unique information (k = N/2 is the Nyquist
frequency discussed in Section 3.7.2). The last [(N/2) - 1] frequency values, from k = [(N/2) + 11
to k = N-1 (which correspond to theoretical negative frequency values) are related to the earlier
values by X(kAf) = X*[(N-k)Afl, where the asterisk (*) denotes complex conjugate. Hence, it is
usual to present only the fiist [(N/2) + 1] values of the DIW, with their magnitude multiplied by a
factor of two (except for the k = O and N/2 values) to account for the contributions of the last
[(N/2) - 1] values corresponding to the theoretical negative frequencies.

5.4.1.3 . As noted in Section 5.4.1, the DFT computation essentially as-
sumes the block of data values being analyzed represents one period of a periodic function, i.e.,
NAt = T1. However, even when the signal being analyzed is truly periodic in form, it is unlikely
that this condition can be satisfied in practice because the true period of the signal is usually not
known in advance. Furthermore, the block size restrictions inherent in FFI’ algorithms (see
Section 5.4. 1.1) generally rule out such precise selections for the number of data values needed to
achieve this ideal situation. Hence, a truncation error occurs, due to the discontinuity between the
beginning and the end of the block of data values being analyzed, that causes the computation of
Fo@er coefficients at a collection of frequencies, rather than at a single frequency, around the ac-
tual frequency of each spectral component in the periodic signal. Another way to view the problem
is in terms of a time window u(t). Specifically, the signal being analyzed is actually a product of
the signal of intenxt (extending over all time) and a rectangular time window, as shown in Figure
5.4(a). The resulting Fourier coefficients for a sine wave are then bounded by the Fourier trans-
form of u(t), denoted by U(f), as shown in Figure 5.4(b).

The spectral function in Figure 5.4(b) constitutes the basic “spectral window” for the analysis,
which includes a large main-lobe surrounded by side-lob&, These side-lobes allow power at fre-
quencies outside the main-lobe to “leak through” and appear at the center frequency of the main-
Me. To suppress this leakage problem, the time window is modified by tapering the block of data
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Figure 5.4. Rtxxangular (Untape@  Window for Spectral Analysis of Stationary Signals.

values to be analyzed such that the beginning and the end of the sequence will have the same value,
Numerous different tapering functions have been proposed over the years, but one of the earliest
and still widely used is the cosine-squared taper or Harming window defined in Figure 5.5(a). The
Harming spectral window is shown in Figure 5.5(b). See [5.16, 5,17] for other windows with
better side-lobe suppression characteristics.

(a) Harming time window:
uh(t) = 1- COS2(7C~ ; O <t <T

uh(t) = O ; t< Oandt>T
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Figure 5.5. Harming Window for Spectral Analysis of Stationary Signals.

For random data, a side-lobe leakage problem always arises since the period of a random signal is
theoretically infinite and hence, a truncation error must always occur for any finite block size. See
[5.4, 5.7, 5.16, 5.17] for details.

Although tapering operations are desirable to suppress side-lobe leakage, it should be emphasized
that they alter the signal being anal yzed with the following additional consequences:

(1) The taper alters the mean square value of the signal, meaning the spectral values computed
from the taped signal must be appropriately scaled,

(2) The taper exaggerates the data values at the middle of the time window relative to the values
near the beginning and the end of the window, meaning substantial errors may occur in the
spectral values computed fmm the tapered signal if the data are nonstationary.
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(3) The bandwidth of the spectral window produced by the taper is always wider than the
bandwidth of the spectral window without tapering (see Section 5.4.1.4).

5.4,1.4 . The frequency resolution of a D~ computation (the frequency
range betw&n adjacent spectral components) is fixed by the block duration T, or the block size N,

to Af = In = l/(NAt). However, as introduced in the previous section, each spectral component
represents a spectral window with a bandwidth B that is not mwessari!y equal to the resolution Af.
There are several ways to define the bandwidth of a spectral window, but the most common is the
“half-power point” bandwidtii  Given a spectral window U(f) centered at the frequency fo, the
half-power point bandwidth is BhP = f~ - fb, where fa and fb are those fquencies  above and below
fO such that lU(f~lz = lU(fb)12 = lU(fO)12/2 The half-power point bandwidths of the spectral win-
dows produced by the rectangular (untapered) and Harming time windows areas follows:

Untapered:  BhP = 0.89 Af = 0.89/T (5.11)
Harming: Bhp = 1,44 Af’ = 1.4WI’

The half-power point bandwidths for the spectral windows produced by other tapering operations
are detailed in [5.16].

For a given block duration T, it is seen from Equation (5. 11) that the Harming taper increases the
half-power point bandwidth of the spectral window by about 62% over that for an untapered spec-
tral window. Other tapering operations increase the half-power point bandwidth even more [5. 16].
It follows that tapering operations generally reduce the resolution of the DFI’ in terms of the ability
of the main-lobe of the spectral window to distinguish between two closely spaced spectral corn-
portents in the signaL However, the resolution that would have been obtained without tapering can
be recovered by increasing the block duration T, and using overlapped processing (see Section
5.4.3.7).

5.4.2 Periodic Data. For a rigorous spectral analysis of periodic signals using a DFT, the block
duration T = NAt in Equation (5. 10) should equal the period of the signal T1 in Equation (5.5).
For this case, the D~ will yield the exact Fourier series coefficients of the signal. In practice,
however, it is common for T >> Tl, and further for T not to be an integer multiple of T1. Also,
the phase information provided by the DFI’ is generally of no interest in single channel spectral
analysis. Hence, the spectrum of a periodic signal is usually determined by

Px(~ = + Ix(f)l ; f> o

~ lx= T  (f)l; f = o (5.12a)

= o ; f<o
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For digital computations,

P,(M) = & lx(kA9k k = 1,2, . ...-1

= ~ lX(kAf)l;  k = O, ~ (5.12b)

where lX(~l and lX(l@l am the magnitudes of the DIT defined in Equation (5.10), and the factor
of two for f >0 is necessary to account for the theoretical negative frequency values. A plot of
PX(f) has the units of amplitude (g, psi, etc.) versus frequency in Hz, and is often called a linear or
line spectrum,

5.4.2.1 s and Softww . As discussed in Section 5.4, a wide range of FFT-based
digital signal processing instruments are commercially available. All of these instruments have an
operational mode for the spectral analysis of periodic signals using Equation (5.12). mere is also
a wide range of software packages, which can be purchased or leased, that accomplish the same
computations. Beyond these commercial products, a program for periodic data analysis can be
written using any one of the codes for FFT algorithms presented in many signal processing books,
e.g., [5.18 - 5.21].

Beyond the above mentioned laboratory instruments and software, some manufacturers produce
special-purpose analysis instruments that compute spectra on-line during flight experiments. Such
instruments can provide substantial data compression and, hence, greatly reduce the bandwidth re-
quirements for the telemetry system used for data retrieval (see Section 3.5.2), but they generally
have a limited selection of analysis parameters. More important, since the actual data signal is not
recovered, there is no way to correct errors in the original selection of analysis parameters, or to
perform more detailed signal analysis operations after the fact.

5,4.2.2 Anh“-Aliasi~. Analog lowpass filters should always be used prior to the digitiz-
ing of analog signals for linear sptmra computations to avoid the possible aliasing errors discussed
in Section 3.7.2. The recommended characteristics and cut-off frequencies for anti-aliasing filters
are detailed in Sedon 3.7.3.

5.4.2.3 and T~. If feasible, periodic data analysis using a DFT computation
should always be performed over a block duration equal to an integer multiple of one period of the
signal being analyzed, i.e., T = NAt = nT1; n = 1, 2, 3, . . . When this is not feasible, a tapering
operation should be used to suppress the leakage due to the truncation error, as discussed in
Section 5.4.1.3. The Harming window defined in Figure 5.5 is commonly used for this purpose,
although the “flat-top” window [5.22] is considered more desirable for the analysis of periodic data
because it produces a negligible amplitude error when the signal is truncated, i.e., T # nT1, n = 1,
2,3,... However, the spectral results produced by both the rectangular window (no taper) and the
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Harming window can be corrected for amplitude and frequency errors using algorithms detailed in
Section 5.4.2,5. See [5.7, 5.16, 5,17] for other windows that can be used for the spectral analy-
sis of peridic signals.

If the Harming window is used to analyze periodic signals, it should be mentioned that the com-
puted spectral components representing the harmonic components of the signal (the computed val-
ues of the linear spectrum at the frequencies closest to the actual frequencies of the spectral compo-
nents of the periodic signal) are reduced in value by 50%. Hence, the resulting computed spectral
components must be multiplied by a factor of two, i.e., uh(t) in Figure 5.5(a) should be multiplied
by two for periodic data analysis. Note that this is different from the multiplier of ~n needed to
correct the magnitude error causul by the application of the Harming window in the computation of
autospectra for random signals (see Section 5,4,3.3).

5.4.2.4 v Resow. Theoretically, the harmonic spectral components of a periodic
signal can be resolved if the frequency resolution for the analysis, given by Af = In= l/(NAT), is
less than the fundamental frequency of the signal given by fl = lfll, i.e., Af e fl. In practice, as-
suming T # nT1; n = 1, 2, 3, . . . . and the data are tapered to suppress leakage, it is recommended
that the frequency resolution for the analysis be less than 10% of the fundamental frequency of the
signal when the available duration of the measurement permits, i.e., Af <0. lfl.

5.4.2.5 Resolution Error Correctiu. Again for the case where T # nT1; n = 1, 2, 3, . . . . the
computed spectral components with the largest magnitudes will be those nearest the actual har-
monic components of the signal being analyzed, Hence, these largest computed components are
usually interpreted as estimates for the frequency and amplitude of the actual harmonic compo-
nents. There is both a frequency and amplitude error in this interpretation that can be reduced by
performing the analysis with a narrower frequency resolution Af. However, if Af cannot be further
reduced, a correction can be applied to the computed spectral components to obtain a more accurate
estimate of the fkequency and amplitude of the actual harmonic components. This correction is
based upon the ratio of the largest spectral value to the second largest spectral value in the fre-
quency region of each individual harmonic component. The correction factors for spectra com-
puted with both a rectangular window (i.e., no tapering) [5.23] and a Harming window [5.24] are
detaihxl in Figures 5.6 and 5.7. It should be emphasized that this correction procedure will be ac-
curate only if the periodic signal is relatively fkee from background noise, and the resolution is ad-
equate to provide at least five spectral analysis components between adjacent harmonic components
in the signal.

5.4.2.6 ~.Them are no statistical sampling (random) errors associated
with the spectral analysis of exact periodic signals. However, periodic signals in practice often in-
clude discrepancies from a precise periodic form, e.g., the tones in the pressure fields generated by
propellers and fans at their blade passage f~uencies often deviate from a rigorously defined peri-
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odic signal due to random distortions in the inflow [5.25]. Hence, averaging a series of DFT
spectral computations over the measurement duration is often desirable to suppress the influence of
such discrepancies. An even better approach is to synchronous average the signal prior to the
spectral computation, as discussed in Section 5.2,3, but this can be done only if a noise free indi-
cator of the signal phase is available,

5.4,2.7 -. The spectra for periodic signals commonly cover a wide dynamic range.
Hence, it is recommended that the values be plotted on a logarithmic (or dB) scale, On the other
hand, since the spectral components are harmonically related with a fixed frequency interval be-
tween spectral peaks, it is recommended that the frequency scale be linear.
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5.4.3 &&MWV Ran@ Da&. The spectra of stationary random signals should be computed
using the autospectral density function (also called the power spectral density function), which is
estimated by

w) =--2-i lxl(f)12 ; f>o
~Ti=l

(5. 13a)

=0 ; t’<o
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For digital computations,

(5.13b)

In the above equations, X(f) and X(W are as defined in Equation (5.10) and the hat (A) denotes
“estimate of’. The summation over the index i indicates that the autospectrum must be estimated
from an average of squad DFI’ computations over XId disjoint (or statistically independent) blocks
of data, each of a duration T = NAt. A plot of GXX(O has the units of mean square value/Hz

(g2/Hz, psi2/Hzt etc.) versus f~quency in Hz, md is cakd an autospectmm, power spectrum, or
power spectral density (PSD) plot.

It should be noted that the integral of the autospectrum (the area under the autospectrum) must alw-
ays equal the mean square value (the square of the rrns value) of the signal from which it is com-
puted; i.e.,

(5.14)

where *X is defined in Equation (5.2). This relationship provides a good way to check autospec-
tra computations by comparing the integral of the autospectrum to the square of the directly com-
puted rms value of the signal.

5,4.3.1 ~.Many of the commercial FIT-based digital signal processing
instruments discussed in Section 5.4.2.1 have an operational mode for computing autospectra of
random signals using Equation (5. 13), There is also a wide range of software packages, which
can be purchased or leased, that accomplish the same computations. As with periodic signals, a
program for the analysis of random signals is straight-fonvard to write using any available code for
an FIT algorithm, e.g., [5.18 - 5.21]. Also, some manufacturers produce specialized instruments
that compute spectra on-line during flight. experiments, as discussed previously in Section 5.4.2.1.

5.4.3.2 Anti-~. Analog lowpass filtexs should always be used prior to the digitiz-
ing of analog signals for autospectra computations to avoid the possible aliasing errors discussed in
Section 3.7.2. The recommended characteristics and cut-off frequencies for anti-aliasing fiiters are
detailed in Smion 3.7.3,
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5.4.3.3 , As discussed in Section 5.4.1.3, the computation of a DIT from
a bkwk of random data values will always involve a leakage problem due to truncation. If the ran-
dom signal king analyzed has a relatively smooth autospectrun as is often true of boundary layer
pressure and jet noiie acoustic measurements, the leakage error will be negligible, Howev&, if the
signal being analyzed has an autospectrum that covers a wide dynamic range, as is common for
structural vibration response measurements, then the leakage error can have a substantial influence
on the smaller values of the resulting autospectral  density estimate (see [S.4] for an illustration).
Hence, a tapering operation should be used to suppress potential leakage errors, as discussed in
Section 5.4.1.3. For consistency among different data analysis organizations, the cosine-squared
or Harming window defined in Figure 5,5 is generally recmnmendtxi, although other spectral win-
dows [5.7, 5.16, 5.17] might be desirable for special applications and should be used if war-
ranted. The application of the Harming window to random signals reduces the mean s@re  value
of each data block by a factor of 8/3 [5,4], Hence, the resulting computed spectral components
must be multiplied by a factor of 8/3 to obtain a correct magnitude value, i.e., uh(t) in Figure 5.5(a)
should be multiplied by W3 for random data analysis. Note that this is different from the multi-
plier of two needed to correct the magnitude error caused by the application of the Harming win-
dow in the spectral analysis of periodic signals, as discussed in Section 5.4.2.3.

5.4.3.4 . If the autospectrum of the random signal being analywi displays
sharply defined spectral peaks and/or notches, as is common for structural vibration measurements
due to structural resonances, there will be a bias error in the spectral estimates at the frequencies of
such peaks and/or notches due to the finite bandwidth of the analysis (see Section 5.4.1.4). This
bandwidth bias error tends to reduce the indicated dynamic range of the autospcmrum, i.e., it will
make the peaks in the autospectmm estimate at resonance frequencies appear too low, and the
notches at anti-resonance frequencies appear too high. The problem is most severe at the lower
frequencies where the spectral peaks due to structural resonant responses tend to be very namow in
bandwidth, Specifically, the half-power point bandwidth of a spectral peak due to a structural res-
onance (hereafter referred to as the resonance bandwidth) can be approximated by [5.4]

(5.15)

where ~ is the estimated damping ratio (or fraction of critical damping) of the structural resonance,
and fr is the frequency of the structural resonance. The bandwidth bias error as a function of the
ratio Af/Br is shown for an autospectral density analysis using Equation (5.13) with a rectangular
(untapered) and a Harming time window in Figure 5.8 [5.26], Also shown in this figure is the
bandwidth bias error for an “ideal” window with a rectangular bandpass characteristic [5.27],
which is approximated by a spectral analysis using digital filters or frequency averaged FIT com-
putations discussed in Section B.5,2, 1.
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Figure 5,8. Frequency Resolution Bias Error for Peaks in Spectral Density Estimates.

If the available data are limited in duration to a few seconds or less, the “best” frtxquency resolution
for an autospectrum estimate is one that will trade-off the bandwidth bias error and the statistical
sampling (random) error (see Section 5.4.3.6) so as to minimize the total mean square error of the
estimate, as detailwl in [5.28]. However, if the measurement duration is unlimited so the random
error can be made as small as desired, a “good” frequency resolution is one that will make the
bandwidth bias error in Figure 5.8 negligible, say less than 5%. As a rule of thumb, this negligi-
ble error will be achieved if there are at least four spwtral estimates between the half-power points
of each peak or notch in the spectrum of the signal being analyzd, i.e., Af < ~4. Unfortunately,
this rule is often violated in practice. For example, the spectral analysis of high frequency aerm
space vibration measurements is commonly performed over the frequency range from 20 to 2000
Hz with a frequency resolution of Af = 5 Hz (corresponding to a DIT computation with N = 1024
data values per block, and a block duration of 0.2 see). From Equation (5.15), assuming the
structure producing the vibration response measurement has a resonance at 50 Hz with a damping
ratio of ~ = 0.025, the bandwidth of the resulting spectral peak would be Br = 5 Hz. From Figure
5,8, for an analysis with a frequency resolution of Af = 5 Hz, the spectral peak at this frequency
would be under-estimated by 20 to 40%, depending on the spectral window for the analysis.
Conversely, to make the bandwidth bias error negligible, the analysis would have to be performed
with a frequency resolution of Af = 1.25 Hz at this frequency (corresponding to a DFI’ computa-
tion with N = 4096 data values per block, and a block duration of T = 0.8 see).

To verify that a spectral resolution is adequate, two spectral analyses should be performed, one
with a frequency resolution half the other. If the two spectral shapes are nearly identical (the
magnitude and bandwidth of each spectral peak are similar in the two analyses), then no further
analysis is required. On the other hand, if there are observable spectral differences, a zoom trans-
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form (see Section 5.4.3.8) should be applitxi to each spectral peak, using narrower and narrower
frequency resolutions until no fmher changes in the spectral shape are obsemxl. Finally, the fre-
quency resolution of all autospectra computations should always be noted diraly on the spectral
plots, soothers can assess the degree of possible bandwidth bias errors in the results.

There are exceptions to the above recommended frequency molution requirements. The most im-
portant involves spectra computed from signals that verify the equalkmion of a test facility used for
a dynamic test, e.g., a vibration test on an electrodynamics shaker or an acoustic test in a reverbera-
tion chamber driven by electrodynamics air modulators. In these cases, the frequency resolution of
the spectral analysis used to verify the test conditions should always be identical to the frequency
resolution of the test facility equalization equipment. Otherwise, it may be impossible to veri~ the
test equalization to within specified tolerances. A second possible exception applies to spectra
computed for dynamic signals used to derive or verify vibration test criteria, when an enveloping
operation is performed on the computed spectra. Due to practical considerations related to the
mounting point impedance of the test item on a shaker as opposed to its actual support structure
[5.29], it may not be appropriate to envelope the very narrow bandwidth spectral peaks in the sig-
nals used to establish the test levels. It follows that highly resolved spectral estimates may not be
necessary or even desirable for this application.

5.4.3.5 ~or ~. The bandwidth bias error discussed in Section 5.4.3.4 can
always be suppressed by reanalyzing the data signal with a namower frequency resolution (a longer
block duration) using a zoom transform algorithm (see Section 5.4.3.8). However, a fiist order
correction for the error can also be made at peaks and notches in the computed autospectrum using
the inverse of the bias error plotted in Figure 5,8, as long as the frequency resolution is less than
1.5 times the resonance bandwidth (Af <1.5 B,). Further corrections for the bandwidth of the
spectral peak can also be made, as detailed in [5.27].

5.4.3.6 ~.An approximation for the normalized random error in auto-
spectral density estimates is shown in Figure 5.9. Note that the random error is a function only of
the number of disjoint averages M. If the data blocks being analyztxl represent contiguous seg-
ments of the measured signal, the number of disjoint averages ~ will equal the num~ of analyzed
data blocks Nb. However, when the analysis is performed using one of the commercial special
PVW &giti sign~ processing instruments, care must be exemised to properly count the number
of disjoint averages. Specifically, most commercial instruments automatically overlap process the
data when the time required by the instrument to compute the spectrum for each data block is
shorter than the block duration T = NAt. When the instrument is overlap processing, the number
of averages performed by the instrument will be greater than the equivalent number of disjoint av-
erages, because the data blocks being processed include redundant information. One way to de-
termine the equivalent number of disjoint averages in an overlapped computation is from the rela-
tionship
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(5.16)

where Tr is the total duration of the analysis, and NAt is the block duration. A similar problem
arises with software programs that intentionally overlap the data blocks being processed for rea-
sons to be discussed shortly. In this case, however, the amount of overlap is generally specified,
so the equivalent number of disjoint averages can be calculated from

r’td=(l-p)Nb (5.17)

where Nb is the number of blocks processcxi, and P is the fractional portion of each block that is
used in the subsequent computation. See [S.4] for details.

5.4.3.7 “~. As discussed in Section 5.4.1.4, tapering operations to sup-
press side-lobe leakage in an autospectrum estimate also increase the bandwidth of the spectral
window used for the analysis. If it is desired to maintain the same spectral bandwidth with taper-
ing that would have been achieved without tapering, the block duration T (or block size N) for the
analysis must be increased, However, assuming the total duration of the measurement Tr is fixed,
this will reduce the number of disjoint averages nd, and increase the random error of the spectral
estimates. This increase in random error can be counteracted by simply computing the spemwrn
with overlapped blocks of data, rather than contiguous blocks, as detailed in [5.30, 5.31]. The
gxwter the overlap, the greater the error reduction, but also the greater the number of computations.
For autospectra computations on a main-frame computer, an overlap of 50% is recommended.
This will eliminate over 90% of the increased random error due to most tapering operations, while
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increasing the computations by a factor of only two. For computations using a commercial special
purpose digital signal processing instrument, the data blocks should be overlapped by as much as
is permitted by the real time rate of the instrument. The resulting normalized random error, in ei-
ther case, can be approximated from Figure 5.9 using Equation (5.16) to estimate the equivalent
number of disjoint averages,

5.4.3.8 ~. From Equation (5. 13b), the upper frequency limit for a digital spec-
tral estimate is the Nyquist frequency, fN = l/(2At), while the resolution is Af = l/(NAt).  It follows
that the resolution of an analysis over a wide frequency range carI be improved only by increasing
the block size N. For software programs on a large main-frame computer, the block size N can
usually be made long enough to accommodate most desired combinations of resolution and upper
frequency limit. However, the block size employed for spectral computations by special purpose
digital signal processing instruments is often fixed, meaning the resolution and upper frequency
limit for an analysis are tied together. This limitation can be circumvented using so called “zoom
transform” algorithms. Zoom transforms are usually accomplished through complex demodulation
operations [5.4, 5.32], which essentially divide the full frequency range of the data signal into a
collection of contiguous narrower frequency intervals that can be separately analyzed with all
[(N/2) +1] spectral coefficients pmvidtd by a D~ with a fixed block size of N. Most commercial
special purpose digital signal processing instruments are equipped with a zoom transform capabil-
ity.

5.4.3.9 q. Like periodic signal analysis, it is recommended that the spectral density values
for random signals be plotted on a logarithmic scale due to the wide dynamic range of such data.
However, unlike periodic signals, the peaks in the autospectra of random signals are usually due to
resonant responses of a system (structural or acoustic) that tend to increase in bandwidth with in-
creasing frequency, as suggested by Equation (5,15). Hence, a logarithmic scale is also recom-
mended for the frequency axis in autospectra plots for random signals.

5.4.4 ~onstatjonarv Da. Nonstationary data commonly occur when measurements are made
during time-vaxying conditions. The resulting signals may be deterministic, random, or a combi-
nation of the two. As noted in Section 5.3,1.1, measurements under time-varying conditions
should be avoided whenever possible. However, there are situations where they cannot be
avoided, e.g., the data collected during the launch of a space vehicle. There is a rigorous method-
ology for the analysis of nonstationary data [5.4], but the analysis procdures require the computa-
tion of averages at specific instances of time over an ensemble of measurements obtained from re-
peated experiments performed under statistically equivalent conditions. The number of measure-
ments required to accomplish a statistically meaningful ensemble average generally cannot be ac-
quirtxl in practice. Hence, the practical analysis of nonstationary signals is commonly accom-
plished using approximate spectral estimation techniques based upon time averaging operations.
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5.4.4.1 ~. Nonstationary deterministic signals (excluding deterministic tran-
sients discussed in Section 5.5.1) are generally those signals that would have been periodic if the
measurements had been made under steady-state conditions. A qxrunon and desirable meth@ for
analyzing such signals is to compute the DFT for each of a contiguous sequence of data blocks
using Equation (5. 10), and presenting the results as a three-dimensional plot of amplitude versus
frequency and time. Such plots are sometimes referred to as frequency-time spectnL order dia-
~m~, wate,rfalJ plots, or C,mpbell diagrams. To obtain a clear identification of the spectral com-
ponents of the time varying signal, the block duration for each computation must be short nAative
to the rate at which the average properties of the signal change. l’he optimum analysis is achieved
by using the shortest block duration needed to obtain the minimum desired spmtral rewiution, and
with no averaging of the spectra from adjacent blocks, i.e., nd = BT = 1 for each time segment.
All other considerations are as discussed in Stxtion 5.4.2. See [5.32] for illustrations.

5.4.4.2 om Slg.m31s. The computation of the frequency-time spectrum discussed for deter-
ministic signals in Section 5.4.4.1 is sometimes applied to nonstationary random signals as well,
e.g., [5.33]. Although this procedure can produce useful qualitative results in some cases (e.g.,
mapping the frquency of a time-dependent resonance), it generally is not effective for the analysis
of random signals because of the sampling error defined in Figure 5.9. Specifically, the normal-
ized random error in autospecxra estimates of random data is an inverse function of M = ~. For
M = 1, as desimi to obtain the maximum time and frequency resolution, the normalized random er-
ror is 100%, meaning emors of up to 3:1 in the spectral estimates at any frequency and time would
be expected. Hence, more elaborate procedures based upon minimum mean square error criteria or
parametric models are desirable for the analysis of nonstationary random signals. Such procdurcs
for the analysis of Space Shuttle and Titan IV launch vibroacoustic data are recommended in
Appendix B. Similar procedures could be derived for other types of nonstatiomuy data.

5.4.4.3 w codes. All spectral analysis performed on nonstationary data requires the careful
selection of the times of initiation and completion of the analysis time intervals. Detailed examina-
tion of the instantaneous time history of the signal, such as shown in Figure 4.4, is required for
this selection. Experience has shown that the accurate initiation of the analysis time interval cannot
be achieved manually, e.g., by the data analyst pressing a key at the designated time on the control
keyboard of the analysis instrument. This situation has been identified as a major cause of error
between organizations performing spectral analyses on supposedly identical data To avoid this
error, it is essential that the analysis interval be triggered by the time code originally applied to the
data recorder or storage system during data acquisition (see Sections 2.7 and 3.6.6.3). The com-
pletion time of the spectral analysis is usually controlled by the computer storage constraints,
which can be arranged to closely approximate the desired completion time.

5.4.5 ~. FFT algorithms inhertmly produce spectra with a con-
stant frequency resolution, independent of the bandwidth center frequency. This is appropriate for
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the analysis of periodic signals, where the frequency interval betwtxn harmonic components is a
constant and the frequency bandwidth of the components is theoretically zero. For random dy-
namic signals, however, the sharply defiied peaks that may appear in an autospectrum are usually
due to system resonances with finite bandwidths that increase with increasing fnxpency. Hence, a
constant frequency resolution analysis using a DIT will tend to under-resolve spectral peaks that
may appear at the lower frequencies and/or over-resolve spectral peaks at the higher frequencies.
Referring to Equation (5.15), assuming the damping ratio is reasonably constant, a spectral analy-
sis with a frequency resolution (spectral bandwidth) that is proportional to the center frequency,
rather than a fixed bandwidth, has obvious merit as lon’g as the bandwidth is sufllciently narrow.

5.4+5.1  ~. Aeroacoustic data of all types have historically been analyzed
using a constant percentage spectral resolution. The most widely accepted constant percentage
resolution for this application is the 1/3 octave band (a fquency resolution bandwidth that is about
23% of the center frequency), for which an ANSI Standad exists [5.34]. This relatively coarse
resolution is justified for acoustic signals because, in most cases, there spectra lack sharp peaks
and notches. The presentation of the resulting spectra is usually in the form of rms values in 1/3
octave bands, but the results are sometimes presented in terms of average autospectral density val-
ues in 1/3 octave bands as well. Commercial instruments with analog 1/3 octave band filters are
still in wide use, but these devices are rapidly being replaced with sptxial purpose 1/3 octave band
digital filtering instruments or comparable digital filtering software programs for main-frame com-
puters and PCs. Although a 1/3 octave band resolution usually will not identify individual periodic
components or narrow bandwidth random spectral peaks that may be present in a signal, such an
analysis is considered acceptable for aeroacoustic  environmental assessments. Any instrument
with filters that meet the ANSI Standard [5,34] are recommended for this type of data analysis.
Because of their wide use in describing aeroacoustic loads, 1/3 octave bandwidths are commonly
used for aeroacoustic-induced vibration predictions, as well as for criteria verification purposes,
e.g., [5.35 -5.371. This is an acceptable practice, as long as it is understood that the resulting
spectra will include severe frequency resolution bias errors (see Sections 5.4.2.4 and 5.4.3.4) and,
hence, will not accurately describe the sharp spectral peaks due to periodic components and ran”
dom induced resonant responses in the vibration signal.

5.4.5.2 Pro
.~tr~, Various other proportional bandwidth filters oc-

casionally have been used over the years for the spectral analysis of both aeroacoustic and vibration
data signals, including 1/1 octave, 1/6 octave, and 1/12 octave bands. For aeroacoustic data, to
maintain consistency among the results produced by different organi@ions,  it is recmnmendd  that
all proportional bandwidth “spectra be computed using 1/3 octave bands only. For the case of vi-
bration data where a proportional bandwidth analysis is performed, a 1/12 octave bandwidth is
recommended (see Appendix B), although other proportional bandwidths might be warranted for
special applications, e.g., a 1/3 octave bandwidth for comparison of vibration measurements to
analytical predictions, or a 1/6 octave bandwidth for arriving at vibration test criteria.
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5.5 ~sis - Transi_. There are two classes of data analysis that
may be performed on transient signals: (a) a direct description of the transient in the fkquency do
main using linear spectra for deterministic transients or enerfl spectra for random transients, and
(b) a dewripti~n of the damaging potential of the transient as a function of natural frequency using
shock response spectra, Analysis approach (a) is most appropriate for analytical applications, such
as normal mode analysis and system identification problems, while approach (b) is better suited to
provide general environmental descriptions for design criteria and test specification purposes.
Both approaches assume the transient of interest can be measured over its entire duration (from its
initiation to the termination of significant values). In addition, time histories of transient signals m
often fed directly into computer models to obtain internal loads, as mentioned earlier in Section
5.2.4,

5.5.1 ~ourier Se. For the case of a deterministic transient signal x(t) that is repeatable in de-
tail from one flight or test to the nex~ a direct spectral description of the transient is provided by its
Fourier transform X(f). Specifically, for a one-sidd spectrum defined only for non-negative fr-
equencies,

FX(f)=2X(f’); fzO (5.18)
= x(f) ; f=o
= o ; f<o

where the factor of two for f z O is necessary to account for the theoretical negative frequencies in
X(f). The desired Fourier transform is readily computed using an FFT algorithm to obtain the
DFI’ deflmxi in Equation (5. 10b). Assuming the block duration (T = NAt) equals or exceeds the
duration of all significant values of the transient, the D~ in Equation (5.10b) from k = 0 to W
will essentially yield the exact Fourier transform of the transient. This follows Ixcause the values
of the transient outside the time interval of the computation are presumed to be zero and, hence, all
values of the Fourier transform of the transient from minus to plus infinity can be interpolated from
the DFT, For single channel analysis applications, the phase portion of the Fourier transform is
often ignored, and only the Fourier magnitude spectrum lFX(f)l is presented. A plot of lFX(f)l has
the units of magnitude-see (g-see, psi-see, etc.) versus frequency in Hz, For more advanced
applications, such as the computation of structural responses to transient loads, the Fourier phase
spectrum must be maintained

It should be mentioned that Fourier spectra are sometimes computed for transients with a stochastic
character, e.g., pyroshocks.  However, since the Fourier spectrum is computed from only one
signal segment, corresponding to u = 1, the random errors in the resulting estimate will be large
(see Section 5.4.4.2). Hence, energy spectra are recommended for random transients, as dis-
cussed in Section 5.5.2.
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5.5.1.1 ~.The instruments and software used for the computation of
Fourier spectra for deterministic transient signals are essentially the same as those discussed in
Scztion 5,4.2.1 for periodic data analysis. When the analysis is done on-line with a special pur-
pose digital signal processing instrument a threshold detector to initiate and capture a block of data
for analysis is required. Such circuits are provided on most commercial FFI’-based signal process-
ing instruments, Of course, any software progmm with an FFf’ algorithm can also be used to
compute Fourier Spectrar

5.5.1.2 Anti-Aliasin~ Filters. Analog lowpass filters should always be used prior to the digitiz-
ing of analog signals for Fourier spectra computations to avoid the possible aliasing errors dis-
cussed in Section 3.7,2. The recommended characteristics (magnitude and phase) and cut-off fre-
quencies for anti-aliasing filters are detailed in Section 3.7.3.

5.5.1.3 akage and Ta-periW. If the block of data being analyzed includes all significant values
of the entire transient signal, there will be no truncation causing leakage in the DIW computation,
meaning no tapering of the data values is required. However, if the data block terminates before
the transient signal has decayed to negligible values, then the resulting truncation will cause leakage
in the spectral computation, as discussed in Section 5.4.1.3. This often occurs in transient signals
with slow decay rates representing the response of lightly damped structures to an impulsive load.
In general, any time window that has a value near unity at the maximum values of the transient,
and decays to near zero at the end of the transient measurement, is acceptable to suppress leakage
in transient data analysis, e.g., a window that is unity over the first half of the transient, and the
second half of the Harming window in Figure 5.5(a) over the last half of the transient. For those
cases where structural damping is to b estimated from the transient response signal, the tapering
can be accomplished with an exponential time window that decays from a value of unity at the start
of the data block (ideally initiating at the start of the transient) to a value of 0.001 (-60 dB) at the
end of the data block, as illustrated in Figure 5.10(a). The corresponding spectral window for ex-
ponential tapering is shown in Figure’5.10(b), The exponential window detailed in Figure 5.10 is

(a) Exponential time window: (b) Exponential frequency window:
u ~(t) = exp(-6.9078t/I’); O S ts T lU,(f)l = T (0.69078) divided b

u ~(t) =Qt<Oandtz T Iuc(f)l [(0,69078)2  +(2xfI’)2]~~

A
1 1 -

t o . 1 1 R 1 1 bf
o 0.2T 0.4T 0.6T 0.8T T -3n -2/T -In o VT m 3fl

Figure 5.10. Exponential Window for Spcmral Analysis of Transient Signals.



desirable because it appears in the resulting Fourier spectrum as additional, well defined linear
darnping of the structural response and, hence, offers the opportunity to correct estimates of struc-
tural damping made fmm the Fourier spectrum for window effects.

5.5,1,4 -CY Resou.“ . The frequency resolution for the computation of Fourier spectra
is fixed by Af = I/T’ = l/( NAt). However, if the data bl~k  being analyzed includes all significant
values of the entire transient signal, then the continucws Fourier spextmm at all frequencies can be
computed by interpolation techniques, or more simply by adding any desired number of zeros to
the signal record prior to the DIT computation. For this case, the zeros constitute real data and,
hence, will improve the frequency resolution of the analysis. In any case, given a final spectral
resolution Af, and peaks and/or notches in the spectral data with a bandwidth Br estirr@ed by
Equation (5. 15), there will be a bandwidth bias error that is approximated by gne-w the value
given in Figure 5.8.

5.5.1.5 -on Error Correction. Again for the case where the data block being analyzed
includes all significant values of the entire transient signal, the bandwidth bias error diwussed  in
Section 5.4.3.4 can be suppressed by reanalyzing the data signal with a narrower frequency reso-
lution achieved by adding zeros, or by appropriate interpolation procedures. However, a fmt
order correction for the error can also be made at peaks and notches in the computed Fourier spec-
trum using the inverse of gne-w the error term plotted in Figure 5.8, as long as Af c 1.5&.

5.5.1.6 ~.There are no statistical sampling errors in the computation of
Fourier spectra for deterministic transient signals.

5.5.1.7 -. As for stationary random signal analysis, it is recommended that the spectral
magnitude values for deterministic transient signals be plotted as logarithmic magnitude versus log-
arithmic frequency, for the same reasons discussed in Section 5.4.3.9.

5.5.2 ~. For the case of a transient signal x(t) that is random in character, it is
common to describe the frequency content of the signal in terms of an energy spectral density
function estimated by

fixx(O = & ~ I xi(912 ;  f>o
i = l

(5.19a)

= o ;  f<o
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For digital computations,

Exx(kAf-) ‘*S lxi(kAf)[2 N 1; k= 1,2, ..,, z-
‘i=l

.-l-~
i= l

xi(kAf)12 ; k=o,} (!$.19b)

where X(f) and X(kAf) are as defined in Equation (5.10), and the hat (A) denotes “estimate of’.
The summation over the index i indicates that the energy spectrum must be computed fkom an aver-
age of squared DFT computations over m transient measurements produced by repeattxi experi-
ments performed under statistically equivalent conditions. By comparing Equation (S. 19) with
Equation (5. 13), it is seen that the energy spectrum for transient random signals involves the same
computations as the auto- (power) spectrum for stationary random signals, except there is no divi-
sion by T = NAt. The mathematical and physical signiilcance of the energy spectrum is detailed in
[5.4]. A plot of E,X(f) has the units of mean square value-sdHz  (g2-su/Hz, psi2-s~/Hz, etc.)
versus frequency in Hz, and is called an energy spectrum or transient autospectrum.

5.5.2.1 and Software. The instruments and software used for the analysis of ran-
dom transient signals in terms of energy spectra are essentially the same as those discussed in
Section 5.4.3.1 for stationary random data analysis.

5.5.2.2 ~. Analog lowpass filters should always be used prior to the digitiz-
ing of analog signals for energy spectra computations to avoid the possible aliasing errors dis-
cussed in Section 3.7.2. The recommended characteristics and cut-off frequencies for anti-aliasing
filters are detailed in Section 3.7.3.

5.5.2.3 and Taoenng . As for deterministic transients, if the block of data being analyzd
includes all significant values of the entire transient signal, there will be no truncation error causing
leakage in the DIW computation and, hence, no tapering of the data values is rtx@rtxl. However,
if the data block terminates before the transient signal has decayed to negligible values, then the
resulting truncation may cause leakage in the spectral computation, as discussed in Section
5.5.1.3. In such cases, some form of tapering, such as the exponential tapering detailed in Figure
5.10, is recommended.

5.5.2.4 uencv RwlutIotI . The frequency resolution considerations for energy spectra are
the same as for Fourier spectra discussed in Section 5.5.1.4, except that the bandwidth bias error
is approximated directly by the value given in Figure 5.8.
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5.5.2.5 ~. For the case where the data block being analyzed includes
all significant values of the entire transient signal, the bandwidth bias error discussed in Section
5.5.2.4 can always be suppressed by reanalyzing the signal with a narrower frequency resolution
achieved by adding zeros, or by appropriate interpolation procedures. However, a fmt order cor-
rection for the emr can also be made at peaks and notches in the computed energy spectrum using
the inverse of the error term plotted in Figure 5.8.

5.5.2.6 -al Se ErroE. The statistical sampling errors in energy spectra estimates am
essentially the same as for autospectra estimates discussed in Section 5.4.3.6 (see Figure 5,8), ex-
cept the ~ disjoint segments needed for the averaging operation must be obtained from repeated
flights or tests performed under statistically equivalent conditions.

5.5.2,7 q. As for stationary random signal analysis, it is recommended that the energy
spectral density values for random transient signals be plotted as logarithmic spectral density ver-
sus logarithmic frquency, for the same reasons discussed in Section 5.4.3.9.

5,5.3 Shock ~ Swc@. The shock response spectrum (SRS), sometimes called simply a
shock spectrum or a response spectrum, represents a measure of the damaging potential of the
transient, Specifically, the SRS is defined as the maximum response of the mass of a base-excited
mechanical oscillator (single degree-of-freedom system) to the measured transient, as a function of
the natural frequency and damping of the oscillator. The SRS is applicable to both deterministic
and random transients, and can be defined for any input and response parameters of interest
(displacement, velocity, or acceleration), For aerospace applications, it is common to define the
input transient in terms of an acceleration at the oscillator base, and the response in terms of an ah-
solute acceleration of the oscillator mass, as illustrated in Figure 5.11.

The absolute acceleration response ~t) of the mass of an oscillator with a natural frequency f. and
damping ratio ~ to a transient acceleration ai(t) at the base of the oscillator is given by [5.38 - 5.40]

t
.z~~fn(t-~)  Sin[2~fd(t-t)]  d~+ [(27Cfn)2(l - 2~2)/(2nfd)] J ai(’t) e (5.20)

o
where

fd =  f@~2)ln

The SRS computation essentially consists of determining the maximum value of ~t) m a function
of fn for a given damping ratio. The mechanical analog of the acceleration SRS computation is
shown in Figure 5.11.
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Natural Frequency, Hz

Figure 5.11. Mechanical Analog for Shock Response Spectrum Computation.

There are several SRS values that may be of interest for different applications, namely, the maxi-
mum absolute acceleration response of the oscillator mass versus fn that occurs

(a) during the application of the transient, calkxi the primary SRS denoted by SP(fn),
(b) after the transient is over, called the residual SRS denokxl by SR(f~,
(c) in the positive direction, called the positive SRS denoted by S+(f~,
(d) in the negative direction, called the negative SRS denoted by S-(f~, or
(e) at any time in either direction, called the maximax SRS denoted by S(f~.

Each of the above SRS functions must also be identified with a specific value of damping assumed
for the oscillator. Commonly assumed values of damping for SRS calculations in aerospace appli-
cations range from O to 5% of critical (O S ~ S 0.05). A plot of S(f~ for an acceleration transient
has the units of peak acceleration in g versus natural frquency in HZ

5.5.3.1 ~ of ~.
. The theory behind the use of the SRS for transient data

analysis is as follows. If a mechanical component of interest has a single, dominant resonance fre-
quency producing a linear response with a damping value ~ equal to the damping used to define the
SRS, then the measured SRS identifies the maximum (peak) response of the component due to an
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exposure to the tmnsient. The actual frequency of the component resonance does not have to be
known, since the SRS computation yields the maximum response for any resonance frequency that
might exist within the frequency range of the analysis. For more advanced design applications,
where the normal mode characteristics of the structure subjected to the transient am known, an es-
timate of the maximum system response based on the response of all structural modes can be conl-
puted from the SRS using the various assumptions discussed in [5.41, 5.42].

Two other properties of the absolute acceleration SRS related to its interpretation should be men-
tioned:

(1) The value of the SRS will approach the absolute maximum value of the transient acceleration
Iailmm as the natural frequency f. of the oscillator exceeds the lesser of (a) the highest fre-
quency in the Fourier spectrum of the transient, or (b) the upper frequency limit of the data
acquisition system, denoted in either case by f~~, As a rule of thumb, Sa(f~ = laJ~U when
f.25 fmax.

(2) Unlike the Fourier spectrum defined in Equation (5.18), the SRS does not have a unique re-
lationship with the transient signal from which it is computed; i.e., it is possible for different
transients to have the same SRS.

See [5.38 - 5.42] for further details on the measurement, analysis, and interpretation of SRS data
for general transient signals. Discussions of the special problems associatd with SRS measure-
ments of pyroshock data are presented in Appendix A.

5.5,3.2 . The maximax SRS is often used as the criterion for equiva-
lence between a measured transient environment and a laboratory simulation of that transient envi-
ronment. However, as noted in Section 5.5.3.1(2), the maximax SRS alone does not provide a
unique description of a tmnsient. In particular, it is often possible to at least coarsely approximate
the maximax SRS for a complex, multi-cycle transient environment by an appropriately shaped
single pulse transient in the laboratory. Of course, the requird single pulse used for the simulation
will have a much higher maximum level than the actual environment, raising serious questions
about the validity of the simulation. To avoid this potential problem, it is recommended that SR.S
data provided for laboratory simulation purposes be presented in one of the following forms:

(1) Present the maximax SRS along with the actual time history of the transient.

(2) Present the maximax SRS along with some measure of the duration of the transient signal,
e.g., the approximate time interval from the start of the transient to that time when the enve-
lope of the signal values is 10% of the maximum value. ‘
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(3) Present two rnaximax SRSS computed with two widely different values of damping (Q), e.g.,
~= 0.05 (Q = 10) and ~ = 0.005 (Q = 100).

(4) Present the three dimensional SRS described in [S.39]. The three dimensional SRS is essen-
tially a histogram of the peak values of the hypothetical oscillator response versus the oscilla-
tor natural frequency,

5,5.3.3 1~. Specialized commercial instruments are available for the
computation of SRS functions, but most SRS analysis is performed using software on general
purpose computers. Commercial SRS software packages are available for both main-frame com-
puters and PCs, e.g., [5.43].

5.5.3.4 ~. Analog lowpass filters should always be used prior to the digitiz-
ing of analog signals for SRS computations to avoid the possible aliasing errors discussed in
Section 3.7,2, The recommendations for anti-aliasing  filters in Section 3.7.3 apply, except it is
suggested for SRS computations that the half-power point cut-off frequency of the anti-aliasing
filter be 1.5 times the highest SRS natural frequency to be analyzed, This is needed to assure a full
response of the highest frequency oscillator in the SRS computation to the transient energy within
its bandwidth. Also, this will suppress the error in the SRS value at the highest natural frequency
due to the possible nonlinear phase characteristics of the anti-aliasing filter [5.44].

As an alternative to setting the cut-off fquency of the anti-aliasing  filter at 1.5 times the highest
SRS natural frequency, a data normalization procedure, such as that described in [5.45], can be
employed, Such procedures general] y involve Fourier transforming the digitized signal, dividing
by the frequency response function of the anti-aliasing filter, and inverse transforming to obtain a
signal correctd for the anti-aliasing filter magnitude and phase characteristics.

5.5.3.5 ~. Unlike other spectral quantities evolving from D~ computations, the
SRS is essentially a time domain quantity. Hence, the digital sampling rate, given by R~ = l/At,
introduces errors beyond those associated with aliasing about the Nyquist frequency, i.e., R~ must
be high enough to accurately describe the response of the SRS oscillators. From [5.46], if R, =
2.56 fh, where fh is the highest natural frequency for the SRS computation, the error in the indi-
cated maximum response of the highest frequency oscillator could exceed 60%. To minimize this
potential error, it is recommended that SRS computations be performed with a sampling rate of ~
210 fh, which will limit the magnitude error to less than 5% [5.46]. If the desired sampling rate
of R~ 210 fh is not achieved, but the sampling rate is at least, sayR$24 fC, where fC is the cut-off
frequency for an anti-aliasing filter with a cut-off rate of at least 60 dB/octave, a digital-to-analog
conversion could be performed to reconstruct the analog signal, which could then be resarnpled at
the desired sampling rate. Of course, a similar result cmuld be achieved using an appropriate digital
interpolation algorithm, e.g., [5.47].
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5.5,3.6 ~ l%r~. If the signal being analyzed has the form of a decaying oscillation,
and the data block is not long enough to include all significant values of the entire transient signal,
there wiU be a truncation error in the resulting SRS due to the step function at the end of the signal.
As for the truncation problem discussed in Section 5.5.1.3, a tapering operation will help suppress
this error. “In this case, however, the desired tapering operation should be performed only over the
last 25% of the signal. Any smooth function that will make the last value in the signal equal zero is
acceptable, e.g., the last half of the Harming window shown in Figure 5, S(a). It should be rntm-
tioned that even with a tapering operation, signal truncation may still cause other problems (see
Section 5.5.3.7).

5.5,3.7 ~tion~. The results of an SRS computation can also be significantly influenced
by the initial conditions assumed for the data. To standardize results, the following recommendat-
ions are made:

(1) For measurements on structures that experience no net velocity change due to the transient
event, the signal should be forced to yield a net velocity change of zero from the begiming to
the end of the transient event (called the AV = O criterion) before the SRS computation. The
AV = O condition is achieved by calculating the average (mean) value of the acceleration sig-
nal, and subtracting this mean value from all data values.

(2) For measurements on structures that experience a net velocity change due to the transient
event (i.e., deployed structures), the signal should be forced to have zero velocity preceding
the pyroshock (called the initial V = O criterion) before the SRS computation.

(3) As an alternative to (2), if the net velocity change of the structure due to the transient event is
precisely known, the signal may be forced to yield a net velocity change equal to the actual
velocity change of the structure.

In establishing any of the above initial conditions, it is important that the zero baseline before the
transient event be accurately establish~ if necessary, by avenging the signal prior to the event to
suppress instrumentation noise.

A truncation error of the type discussed in Section 5.5.3.6 can complicate the selection of an ap-
propriate initial condition. For example, the integration or double integration of a truncated signal
representing the acceleration response of a structure might yield an unrealistic net velocity or dis-
placement change of the structure. Hence, it is highly desirable to obtain transient measurements
for SRS analyses that are suffkiently long to avoid significant truncations.

5.5.3.8 Res_. . Unlike Fourier, auto, and energy spectral computations, the reso-
lution of an SRS computation is not dictated by the data bkxk duration being analy~, it is an in-
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dependent variable established by the desired separation of the resonance frequencies of the hypo-
thetical oscillators used for the SRS computation, as illustrated in Figure 5.11. For an SRS analy-
sis with ~ = 0.05, it is recommended that a logarithmic frtxquency resolution of 1/6 octave be em-
ployed (this is the approximate half-power point bandwidth of a 5% damped oscillator), A finer
resolution may be warranted if a smaller value of darnping is assumed.

5.5.3.9 ~r Co~. There are no spe~ific prowlures  for correcting resolution
errors, other than to reanalyze the signal with a narrower resolution.

5.5.3.10 ~.There are no statistical sampling errors in SRS estimates
for deterministic transients, beyond those discussed in Section 5.5.3.7. The statistical sampling
errors in SRS estimates for random transients due to variability from one event to the next are not
well defined. However, since the SRS value at a given natural frequent y repnxents the response
of an oscillator to the energy spectral density values of the transient over the bandwidth of the
oscillator, it follows that the statistical sampling error in the SRS should be substantially less than
in energy spectral density estimates (see Section 5,5.2.6), Nevertheless, the averaging of SRS es-
timates computed from repeated experiments performed under statistically equivalent conditions is
desirable, when feasible.

5.5.3.11 ~lot~. Like energy spectra, it is recommended that the SRS values for transient sig-
nals be plotted as logarithmic SRS magnitude versus logarithmic frequency, for the same reasons
discussed in Section 5.4.3.9.

5.5.3.12 Qther SRS Comv ~tio~. Although the computation of art absolute acceleration SRS is
widely used in the aerospace industry, SRS computations using other output parameters are some-
times employed in other applications. For example, the relative displacement response to an accel-
eration input is often used in earthquake studies [5,42]. Specifically y, the displacement of the oscil-
lator mass in Figure 5.11 relative to the base due to a base acceleration ~(t) is given by [5.39]

t

~w=&-. ai(t) e-2~cf.(t-T) sin[2nfd(t-z)] d~ (5.21)

where fd is defined in Equation (5.20). The relative displacement SRS, denoted by Sa(f~, is com-
puted by solving for the maximum value of ii(t) in Equation (5,21) over the desired range of oscil-
lator natural frequencies. The relative displacement SRS is often used to compute the “equivalent
static acceleration” given by [5.39]

(5.22)
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where g is the acceleration due to gravity. The equivalent static acceleration represents the steady
acceleration (as a multiple of the acceleration due to gravity) that would produce the same relative
displacement of the structure as the transient would produce for any given natural frequency.

Finally, them is a strong theoretical argument to define the SRS for structural responses in terms of
relative velocity, rather than absolute acceleration or relative displacemen~ due to the inherent rela-
tionship between dynamic velocity and stress in simple structures [5.48, 5.49]. Furthermore, for
hard impact and pyroshock transients, a relative velocity SRS generally covers a much narrower
dynamic range than either an absolute acceleration or a relative displacement SRS. Such alternate
parameters for SRS computations should be used where appropriate.

5.6 Pual -el A-‘ . Many applications of dynamic data are served by the analysis of
single-channel measurements, as covered in Sections 5.2 through 5.5. For more advanced appli-
cations, however, the joint analysis of two or more measurements may be required. This is usual-
ly accomplished directly in the frequency domain using cross-spectral density functions, and relat-
ed functions such as coherence and frequency response functions. There are some applications
where it is more convenient to present the desired information in the time domain using cross-cor-
relation functions, and related functions such as correlation coefficient and unit impulse response
functions.

5.6.1 @xs-hRctrf& Given two signal measurements x(t) and y(t), any linear relationship be-
tween these two measurements will be extracted directly in frequency domain terms by the cross-
spectral density function estimated by

= o ; f<o
For digital computations,

(5.23a)

(5.23b)
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where X*(f) or X*(kAf) is the complex conjugate of the DFT of x(t), and Y(f) or Y(kAfj is the
DF’I’ of y(t), as defined in Equation (5.10). As before, the hat (A) denotes “estimate of’. The
summation over the index i indicates that the cross-spectral density function must be computed
from an average of products of paired DIW computations over w disjoint blocks of data, each of a
duration T = NAt. It should be mentioned that the cross-spectrum is sometimes defined as the av-
erage of X(f)Y’(f), which gives the complex conjugate of the definition in Hquation (5.23),

The cress-spectral density function is generally a complex number which can be written as

G,Y(f) = C.Y(f) - K&(f) (5.23c)

where the real part, denoted by CXY(f),  is called the coincident spectral density function or co-
spectrum, and the imaginary pt@ denoted by QXy(~, is called the quadrature spectral density func-
tion or quad-spectrum: The cross-spectrum may also be expressed in terms of a magnitude and
phase by

Gy(f) = lGXy(f)t e-j$~Y(~ (5.23d)
where

Pxy(f)[ = I@(f) + Q&(f)

A plot of Gxy(f’) has the units of x(t)y(t)/Hz (g2/Hz,

[1$Xym =  ~-1 ~
Xy

(5.23e)

g-psi/Hz, etc.) versus frequency in Hz, and is
called a cross-spectrum or cross-spectral density (CSD) plot.

5.6.1.1 n~.Many of the commercial FFT-basd digital signal processing
instruments discussed in Section 5.4.3.1 are dual channel, and have an operational mode for com-
puting cross-spectra of random signals using Equation (5.23) [some instruments compute the
cross-spectrum in terms of the complex conjugate of Equation (5,23), which changes the sign of
the phase term]. There is also a wide range of software packages that can be purchased or leased,
which accomplish the same computations, Like autospectra,  a program for the computation of
cress-spectra is easy to write using any available code for an FIT algorithm [5.18 - 5.21].

5.6.1.2 ~.Analog lowpass filters should always be used prior to the digitiz-
ing of analog signals for cross-spectra computations to avoid the possible aliasing errors discussed
in Section 3,7.2. The wommended characteristics and cut-off frequencies for anti-a.liasing filters
are detailed in Section 3.7.3.

5.6.1.3 .and Tapering. The requirements for tapering to suppress leakage errors are the
same as discussed for autospectra in Section 5.4.3,3.
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5.6.1.4 . The frequency resolution requirements are the same as presented
for autospectra in Section 5.4.3.4, where the bandwidth bias error in Figure 5.8 applies to the
magnitude of the cross-spectrum,

5,6.1.5 -tion Error Correctio~ . The bandwidth bias error discussed in Section 5.4.3.4 can
always be suppressed by reanalyzing the data signal with a narrower frequency resolution (i.e., a
longer block duration). However, a fiist order correction for the error can also be made at peaks
and notches in the computed cross-spectrum magnitude using the inverse of the error term plotted
in Figure 5.8.

5.6.1.6 ~ime Delay Bias ~. Data acquisition systems generally collect measumd signals on a
common time base, unless special instructions are given to the contrary. In certain situations, a
cross-spectrum may be computed between two signals x(t) and y(t), where there is a substantial
physical propagation time t from one signal to the other, e.g., as would occur if x(t) were an
acoustic source and y(t) were the sound level measured at a substantial distance from the source, If
the physical propagation time between x(t) and y(t) is a significant fraction of the analysis block
duration T, a portion of y(t) will include information that is not represented in x(t). This produces
a bias error that causes the estimated magnitude of the cross-spectrum at all frequencies to be too
small, as presented in Figure 5.12. See [5.4, 5.26, 5.50, 5.51] for details. This time delay bias
error can be eliminated by anticipating the propagation time, and inserting a compensating time
translation (called a pre-computational  delay) between x(t) and y(t) before computing the cross-
spectrum. Such pre-computational delay algorithms are incorporated in most modern signal pro-
cessing instruments and commercial software packages.

1.0

0.8 Rectangular window (no tapering)

0.6 “

0.2 window

0.4

0.0 ~ I I I

0.0 0.2 0,4 0.6 0.8 1.0

Time Delay / Block Duration, zfl

Figure 5.12. Time Delay Bias Error for Cross-Correlation, Cross-Spectral Density, and Frequency
Response Magnitude Estimates.
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5.6.1.7 ~. As an extension of the time delay bias error in
Section 5.6.1,6, when there are multiple propagation paths between two signals x(t) and y(t), each
having a different physical propagation time, a time delay bias error occurs for each of the propa-
gation paths. This is essentially the situation that exists when acoustic measurements are made in a
reverberant enclosure. The resulting net time delay bias error cannot be wm-ected by pre-computa-
tional delay. Instead, the cross-spectrum must be computed using a block duration that is long
compared to the propagation time through the longest significant path. From [5.50, 5.52], for a
reverberant system, the block duration T must be longer than the reverberation time TreV of the
system, i.e., T z Trev, where Tr~v is the time required for the system response to a delta function to
decay 60 dB. Data blocks of any desired duration, independent of frequency, can be achievcx-1 us-
ing zoom transforms discussed in Section 5.4.3,8.

5.6.1.8 ~.Approximations for the normalized mndom error&r in cross-
spectral density magnitude estimates and the standard deviation or of the phase estimates are de-
taikd in Figure 5.13 [5.4]. Note that the errors am functions only of the number of disjoint aver-
ages M and the coherence function fiY(f) (see Section 5.6.2). As with autospectra estimates, if the
data blocks being analyzed represented contiguous segments of the measured signal, the number of
disjoint averages ~ would equal the number of analyzed data blocks Nb. However, when the
analysis is perfommd using one of the commercial special purpose digital signal processing in-
struments or software programs operating in an overlapped processing mode, care must be exer-
cised to properly count the number of disjoint averages, as discussed in Section 5.4.3.6.

Figure 5.13. Normalized Random Error for Cross-Spectral Density Estimates.

240



5.6.1.9 . The requirements for overlapped processing are the same as dis-
cussed for autospectra in Section 5.4.3.7.

5.6.1.10  ~. Ile requirements for zoom transforms am the same as discussed
for autospectra in Section 5.4,3.8.

5.6,1,11 -. Like autospectra, it is recommended that cross-spectra magnitudes (or the co-
and quad-spectra) be plotted as logarithmic spectral density magnitude versus logarithmic fre-
quency. On the other hand, it is recommended that the cross-spectra phases be plotted as linear
phase versus logarithmic frequency.

5,6.2 coherence. It is often convenient to normalize the cross-spectral density magnitude to ob-
tain a quantity called the coherence function (or sometimes coherency squared) given by

lGy(f)12
%Y@  =  G,,(f)  GnU) (5.24)

where GXY(f) is the cross-spectrum defined in Equation (5.23), and GXX(f) and GV(f) are auto-
spectra defined in Equation (5.13). The coherence function is bounded by O S fy(f) S 1, and
essentially identifies the degree of linear dependence (or correlation) between two measurements
x(t) and y(t) as a function of frequency. Specifically, KY(f) = O means there is no linear relation-
ship, and fi ~(~ = 1 means there is a perfect linear relationship between x(t) and y(t) at fkquency f.
For values between zero and unity, the coherence can be interpreted as the fractional portion of
GN(f) that can be determined from a knowledge of G,X(f), or vice-versa, A plot of ~y(f) is a
dimensionless number versus frequency, and is called the coherence spectrum of x(t) and y(t).

5.6.2.1 ~.Most of the commercial dual channel FIT-based digital signal
processing instruments that compute cross-spectra will also compute coherence functions. The
same is true of most commemial software packages designed to compute auto- and cross-spectra.

5.6.2.2 ~ Filters. The requirements for anti-aliasing filters are determined by the
auto- and cross-spectra computations used to compute the coherence, as discussed in Section
3.7,3.

5.6.2,3 and Ta-p@g. The requirements for tapering operations to suppress leakage are
determined by the auto- and cross-spectra computations used to compute the coherence, as dis-
cussed in Section 5.4.3.3. It should be mentioned that the coherence function is very sensitive to
leakage errors, as illustrated in [5.50].
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5.6.2.4 . The frequency resolution requirements are determined by the
auto- and cross-spectra used to compute the coherence, as discussed in Section 5.4.3.4. It should
be mentioned that the wherence function is very sensitive to resolution bias errors, as illustrated in
[5.50]. Further details concerning resolution bias errors are given in [5.26].

5,6.2.5 J?esolution Error Correcu“on~. Resolution bandwidth bias error corrections would be
made in the auto- and cross-spectra used to compute the coherence, ns discussed in Section
5.4.3.5.

5.6.2.6 ~. Like cross-spectral density estimates, coherence estimates may
involve a time delay bias error due to a physical propagation time between x(t) and y(t). The time
delay bias error for coherence estimates is detailed in Figure 5.14. Note that the error for coher-
ence estimates is the square of the error for cross-spectra estimates given in Figure 5.12. The pro-
cedure for suppressing the time delay bias error in coherence estimates is to use pre-computational
delay, as discussed in Section 5.6.1.6.
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Figwe 5.14. Time Delay Bias Error for Coherence Estimates.

5.6.2.7 ~. Coherence estimates may involve a multiple pa{h
time delay error, particularly for acoustic measurements in a reverberant environment, as discussed
for cross-spectra estimates in Section 5.6.1.7. The procedure for suppressing this error in coher-
ence estimates is the same as discussed in that section.

5,6.2.8 ~rrOI’& An approximation for the normalized random error in coher-
ence estimates is detailed in Figure 5.15. Note that the random error is a function of the true co-
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herence value fiY(f) and the number of disjoint averages M in the computations of the auto- and
cross-spectra used to compute the coherence, as discussd in Sections 5.4.3.6 and 5.6.1.8.
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Figure 5.15. Normalized Random Error for Coherence Estimates.

5.6.2.9 er- Froces~ . The requirements for overlapped processing are the same as dis-
cussed for autospectra in Section 5.4.3.7,

5.6.2.10 mTransform~o The requirements for zoom transforms are the same as discussed
for autospectra in Section 5.4.3.8.

5.6.2.11 plot~. It is recommended that coherence estimates be plotted as linear coherence ver-
sus logarithmic frequency.

5.6.3 _ncv Re_. A cress-spectrum is often computed as an intermediate step in the
determination of a frequency response function given by

H,Y(f) = ~
xx (5.25)

where GXY(f) is the cross-spectmm defined in Equation (5,23), and GXX(f’) is the autospectrum de-
fined in Equation (5.13). Noting that GXY(f)  = CXY(O - jQXY(O, a complex quantity, the frequency
response function can be written in terms of a magnitude and phase, as follows:

HXy(f) = lHXY(f)l e-J’$~Y(~ (5.25a)
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where

@(f) + @y(f)
Iwy(f)l  =

G(O
(5.25b)

The frequency response function of a system is the Fourier tmmforrn of the unit impulse response
of the system (see SWtion 5.6.6), and essentially defines the hear gain lHxy(f)l and the phase shift

$xY(fl ~tw~n the system input ~d output  sign~s x(t) ~d y(t) w a filnction of fkpency. A plot
of HXy(f) has the units of [y(t)/x(t)] (g/lb, in./psi, etc.) versus ihquency in ~ and is calltd a fr-
equency response or FR plot. Frquency response functions are often called transfer functions,
even though the “transfer function is a more detailed descriptor of the physical system given by the
Laplace transform of the unit impulse response function [5.4]. Also, the phase factor is often de-
fined as the negative of the value given by Equation (5.25 b).

5.6.3.1 ~.Most of the commemial dual channel FIT-based digital signal
processing instruments that compute cross-spectra will also compute fi~uency response func-
tions. The same is true of most commercial software packages designed to compute auto- and
cross-spectra.

5.6.3,2 ~sz FM. The requirements for anti-aliasing filters are determined by the sig-
nal aut~ and cross-spectra used to compute the frequency response, as discussed in Section 3.7.3.

5.6.3,3 LeakW  and Tapering. The requirements for tapering to suppress leakage errors are de-
termined by the auto- and cross-spectra computations used to compute the frequency nxponse,  as
discussed in Section 5.4.3.3.

5.6.3.4 .v R~. The frequency resolution requirements are determined by the
auto- and cross-spectra computations used to compute the frequency response, as discussed in
Section 5.4.3.4. It should be mentioned that the frequency response function is very sensitive to
resolution bias errors, as illustrated in [5S0]. Further details concerning resolution bias errors in
f~uency  response estimates are given in [5.26, 5.53].

5.6.3.5 ~or C~. Resolution bandwidth bias error corrections would be
made in the auto- and cross-spectra used to compute the frequency response, as discussed in
Section 5.4.3.50

5.6.3.6 ~ime Delav Bi~. . Like cross-spectral estimates, frequency response estimates
may involve a time delay bias error due to the physical propagation time between x(t) and y(t). The
time delay bias error for frequency response estimates is the same as for cross-spectra estimates
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shown in Figure 5.12. The procedure for suppressing the time delay bias error in frequency re-
sponse estimates is to use pm-computational delay, as discussed in Section S.6. 1.6.

5.6.3.7 ~. Frequency response estimates for multiple path
systems may involve the same bias error problem discussed for cross-spectra estimates in Section
5.6,1,7. The procedure for suppressing this error in ffequency response estimates is the same as
discussed in that section.

5.6.3,8. ~.Approximations for the norms.lizcxl random error &r in fre-
quency response magnitude estimates and the standad deviation ~ of the phase estimates are de-
tailed in Figure 5.16 [5.4]. Note that the errors am functions of the true coherence value ~Y(f’) and
the number of disjoint averages M in the computations of the auto- and cross-spectra used to calcu-
late the frequency response, as discussed in Sections 5.4.3.6 and 5.6.1.8.

d’
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&r= [(1 - ~2)/(hdy2 )] ln For phase error: or= sin-l [&r ]
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Number of Disjoint Averages, M

Figwe 5,16. Normalized Random Error for Frequency Response Estimates.

5.6.3,9 . The requirements for overlapped processing are the same as dis-
cussed for autospectra in Section 5.4.3.7.

5,6.3,10 Zammm@m. The requirements for zoom transforms are the same as discussed
for autospectra in Section 5.4.3.8.

5.6.3.11 a. It is recommended that frequency response magnitude estimates be plotted M
logarithmic magnitude versus logarithmic frequency, and that frequency response phase estimates
be plotted as linear phase versus logarithmic frequency.
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5.6.4 ~oss-C~. Given two signal measurements x(t) and y(t), any linear relationship
between these two measurements will be extracted in time domain terms by the cross-correlation
function estimated by

RX,(I) s+;(t)y(t+odt (5.26a)
-

For digital computations,

&(mAt) = & ‘~mx(nAt)y([n+mlAt) ;m<N (5.26b)

where the hat (A) denotes “estimate of’. It can be shown [S.4] that the cross-correlation function is
the inverse Fourier transform of the cross-spectral density function given by Equation (5.23) and,
hence, contains no information that is not available from a cross-spectrum. However, the time
domain character of the cross-correlation may sometimes present information in a more desirable
format for engineering evaluations. This is particularly true of applications involving time delay
estimates [5.4, 5.50]. Because of the computational efficiency of FFI’ algorithms, most modelm
software and special purpose signal processing instrumimts  compute cross-correlation estimates by
fiit computing a cross-spectrum and then inverse Fourier transforming the result. This approach
involves a number of special operations and corrwtions to avoid circular effects in the results [5.4,
5.7,5.12- 5.14], but is very efficient on the computer. A plot of R,Y(T) has the units of X(t)y(t)

(g2, g-psi, etc.) versus time delay in W, and is called a correlation plot or correlogram.

5,6,4.1 Ins~s and Software . Many of the commercial dual channel FIT-basal digital sig-
nal processing instruments that compute cross-spectra will also compute cross-correlation func-
tions. The same is true of most commercial software packages designed to compute cross-spectra.

5.6.4.2 ~. The rquimments for anti-aiiasing falters are determined by the up-
per frequency limit desired for the cross-correlation estimate, just as for auto- and cross-spectra
calculations, as discussed in Section 3.7.3.

5.6.4.3 . There are no leakage errors in cross-correlation estimates, even
when they are computed through the cross-spectrum. Furthermore, tapering operations will distort
the cross-correlation and, hence, should never be used.

5.6.4.4 ~. The time resolution of a cross-correlation estimate is fixed by At, the
sampling interval for the data.
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5,6.4,5 ~. Like cross-spectra estimates, cross-correlation estimates may
involve a time delay bias error due to the physical propagation time between x(t) and y(t). The time
delay bias error for cross-correlation estimates is the same as for cross-spectra estimates shown in
Figure 5.12. The procedure for suppressing the time delay bias error in cross-correlation estimates
is to use pre-computational delay, as discussed in Section 5.6.1.6.

5.6,4,6 w~.An approximation for the normalized random emr in cross-
correlation estimates is detailed in Figure 5.17. Note that the random error is a function of the cor-
relation coefficient value (see Section 5.6.5), the number of data values per block N, and the num-
ber of disjoint averages n~ (for those cases where the cross-correlation is computed from a cmss-
spectrum computation).
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Number of Disjoint Averages, w

Figure 5.17. Normalizcxi Random Error for Cross-Correlation Estimates.

5.6.4.7 . When computed from a cross-spectrum estimate,
ping of data blocks should be used.

1000O

no overlap-

5.6.4.8 m. It is recommended that cross-correlation estimates be plotted as linear correla-
tion versus linear time delay.

5.6.5 ~.For some applications, it is more convenient to estimate a normal-
ized cress-correlation function, called the correlation coefficient function, given by

(5.27)
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where Ox and CJY tie the standard deviations of x(t) and y(t), respectively, as defined in Equation

(5.3). The quantity p&(z) is bounw by mm and unity, tmd deftnes the fraction of the variance of
y(t) that is linearly related to x(t), i.e., p?Y(@ = 0 means there is no linear relationship, and p~Y(@
= 1 means there is a perfect linear relationship between x(t) and y(t) at the time delay t. The corre-
lation coefficient function is the time domain analogy to the coherence function in the frequency
domain. The various considerations concerning the computation of the correlation coefficient
function are the same as discussed for the cross-correlation function in Section 5.6.4.

5.6.6 Ynit Im@e ~. The unit impulse response of a physical system, denoted by
hXY(z), is defiied as the response of the system to a delta function input, i.e., y(t) when x(t) = /l(t).
It is the inverse Fourier transform of the frequency response function given by Equation (5.25).
Noting from Equation (5.25) that the frequency rwponse function is simply the cross-spectrum
divided by the autospectrum, it follows that the unit impulse response function can be interpreted
as a cross-correlation function between the signals x(t) and y(t) when the autosptxtrum of x(t) is
unity at all frequencies, i.e., GXX(f) = 1. Modem software and special purpose signal processing
instruments compute the unit impulse response function exactly as they compute the cross-correl-
ation function in Section 5.6.4, except the cross-spectrum is divided by the autospectrum before the
inverse transform is computed. The various considerations concerning the computation of the unit
impulse response function are the same as discussed for the cross-correlation function in Section
5.6.4.

5.7 Qther Analvw.  Sections 5.2 through 5.6 of this document cover the most common data
analysis procedures applied to measured dynamic signals. There are many other data analysis pm
cedures that might be required on occasions for specialized applications. Also, there are other
techniques for computing the spectral characteristics of measured signals that may sometimes be
warranted by special circumstances.

5.7.1 J%ob~. Given a stationary random signal x(t), the signal value at any instant
can be described only in probability terms using a probability density function. Such descriptions
of signal magnitudes are often of interest in reliability y and failure prediction applications involving
extreme values [5.54], as well as for data validation purposes (see Section 4.5.1). There are two
categories of probability density functions that may be of interest: (a) those related to the instanta-
neous values of the signal, and (b) those related to the peak values of the signal.

5.7.1.1 Jmstanta cous mbaMty Mns
. .n it y. Given a stationary random signal x(t); O S ts T, the

instantaneous probability density function is estimated by
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where T is the total duration of the measured signal, Tx is the time spent by the signal inside a nar-
row magnitude interval Ax centered on the magnitude value x, and the hat (A) denotes “estimate
of’. For digital computations where x(t) = x(nAt); n = 1, 2, 3, ,.., N,

(5.28b)

whexe N is the total number of data values in the measured signal, NX is the number of data values
that fall inside the magnitude interval Ax centered on the magnitude value iAx, and i is an integer.
The detailed digital procedure for estimating instantaneous probability density functions is pre-
sented in [5.4]. To obtain accurate estimates at large positive and negative values of x(t), very long
measurement durations me mx@red.

The estimation of instantaneous probability density functions will involve both a magnitude resolu-
tion bias error due to the finite amplitude interval Ax, and a statistical sampling (random) error due
to the finite measurement duration T (or block size N), as detailed in [5.4]. To minimize these er-
rors, it is recommended that digital computations of instantaneous probability density functions b
performed using the parameters Ax <O. lox and N 210,000, where ox is the standard deviation of
the measured signal.

The use of the instantaneous probability density function for data evaluation purposes is addressed
in Sections 4.5.1 and 4.7.2. Tests for normality of random data are discussed in Section 5.3.3.1.
The role of probability density functions in extreme value predictions is outlined in [5.54], and
applications to nonlinear signal analysis problems are detailed in [5.9, 5.50]. A plot of p(x) has
the units of (I/x) versus magnitude x, It is recommended that probability density estimates be
plotted either as linear or logarithmic probability density versus linear magnitude. A simple alg~
rithm for the computation of probability density functions is given in [5.4].

5.7.1.2 Peti nobablllty  De~
,. . . Again given a stationary random signal x(t); O < t ST, the

peak probability density function is estimated by

(5.29)

where Np is the total number of pea 1:s in the meawuvd signal, Nw is the number of peaks inside a
narrow magnitude intemml Ax centered on the magnitude value x, and the hat (A) denotes “estimate
of’. It follows that the estimation of a peak probability density function reduces to a peak counting
problem, where the definition of a peak is critical. When estimated by digital procedures, the easi-
est way to define a peak is by any data value Xp that falls in an interval Ax centered on x, which is
immediately preceded and followed by data values of x < XP - nAx; n = 1, 2, . . . . For those cases
where the signal is not symmetric about the mean value, it may be desirable to estimate the proba-
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bility density function for notches (downward peaks) as well, in which case a notch is defined as
any data value X.P that falls in an interval Ax centered on x, which is immediately preceded and fol-
lowed by data values of x > x-p+ nAx; n = 1, 2, . . . .

The estimation of peak probability density functions will involve both a magnitude resolution bias
error due to the finite amplitude interval Ax, and a statistical sampling (random) error due to the
finite measurement duration T (or block sim N), which in turn is a function of the autospectrum of
the signal. To control these errors, it is recommended that digital computations of peak probability
density functions be perfomned using the parameters Ax S 0.1 crX and NP 2 1O(K), where a peak
value XP is defined as any value or series of values in the signal that are preceded and followed by a
value x S (XP - Ax), and u; is the standard deviation of the measured signal. A plot of ~(x)  has
the units of (l/x) versus magnitude x, It is recommended that peak probability density estimates be
plotted as either linear or logarithmic probability density versus linear magnitude.

The peak probability density function for a stationary random signal with a normal (or Gaussian)
instantaneous probability density function is determinexl solely by the autospectrum of the signal
[5.55]. For this case, assuming VX = O,

~ ‘xp[2(l::).:l+5{1 +eti[~=J.J)exp[%lpJx) = ~-a
(5.30a)

where

~ .~ . [num~rofuPw~~r.~ssingd=]’ (5.30b)
o~~ # GXX(f) df number of maxima/see

In the above equations, OX and Gn(f) are the standard deviation and autospectrum, respectively, of
the signal x(t), and em ] is the error function of [ ]. The peak probability density functions of
Gaussian data for various values of a are shown in Figure 5.18. Whenever a stationary random
signal can be assumed to have a normal instantaneous probability density function defined in Equa-
tion (5.9), it is recommended that the peak probability density function be estimated from Equation
(5.30) using an estimate of the autospectrum (we Section 5,4.3).

Peak probability density functions have been widely applied to problems involving the prediction
of fatigue damage in structures subjected to random vibration [5.54]. In recent years, however,
other procedures [5.56, 5.57] have largely replaced the use of peak probability density functions
for low cycle fatigue predictions.
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5.7.2 swc~sls Proc*
. . Sections 5.3 through 5.5 of this document cover

only conventional spectral analysis procedures which involve ~FI’s that inherently produce spec-
tral estimates with a minimum frequency resolution of Af = In, where T is the duration of the data
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block. There may lx situations where it is difficult or impossible to acquire a sufficiently long
measurement to ensure the resolution needed for a proper analysis. In such cases, spectral estima-
tion techniques based on modeling procedures (often referred to as parametric or modern spectral
estimation techniques) might be employed. Included here are moving average (MA) procedures
leading to “maximum entropy” spectral analysis, autoregressive (AR) procedures leading to
“maximum likelihood” spectral analysis, and autoregressive moving average (ARMA) procedures.
See [5.58 - 5,61] for details. Although these procedures are not recommended for general data
analysis, nothing in this document should be interpreted to rule out the use of such techniques
when warranted by limited measurement durations.

5,7.3 Miscellaneous S gnal Proce- Procm..i Other signal processing procedures that may
sometimes be required include the computation of the following functions:

(a) Conditioned spectral density functions, including multiple and partial coherence functions,
for correlated source studies [5.4, 5,50].

(b) Coherent output power functions for source identification studies [5.4, 5.50].

(c) Hilbert transforms for the generation of envelope functions and causality studies [5.4, 5.7].

(d) Peak value counting functions, such as “rain flow” counts, for structural fatigue studies
[5,56, 5.57].
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(e) Higher order moments, such as the third (skewness) moment and the fourth (kurtosis)  mo-
ment, for nonlinear response analysis [5.9] and other data evaluations [5,62].

(f) Quadratic, cubic, and hyper-coherence  functions for nonlinear signal studies [5.9, 5.50,5.63
- 5.65].

(g) Higher order spctr~ density functions (bispectra and trispectra) for the analysis of non-
Gaussian signals in Gaussian random noise [5.63, 5.66, 5.67].

(h) Generalized and instantaneous spectral density functions for the analysis of nonstationary
random signals [5.4 and Appendix B].

In these cases, the required data analysis techniques are too closely associated with the specific re-
quirements of the application to permit the formulation of standad procwh.wes.  See the noted ref-
erences for guidance.
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APPENDIX A
PYROSHOCK DATA ACQUISITION AND ANALYSIS

A.] ~. The term pyroshock (or pyrotuhnic shock) generally refers to the severe me-
chanical transients caused by the detonation of an ordnance device on a structure. Such devices,
including flexible linear shaped charges (El-SC), explosive nuts, pin pullers, and cable cutters, are
wjdel.y used to accomplish the in-flight separation of structural elements on aerospace vehicles
[Al], “and are a significant cause of flight failunx [A,2]. It follows that the measurement of pyro-
shocks for the purpose of developing equipment design and test criteria is of major importance in
the aerospace industry, as well as in other applications where pyrotechnic devices are used.

Pyroshocks are commonly measurtd using accelerometer because of their small size and weight,
and wide frequency range capabilities. A typical pyroshock time history signal measured with an
accelerometer is shown in Figure A. 1. However, the basic characteristics of the pyroshock phe-
nomenon often exceed the capabilities of commercially available accelerometers. Specifically,
pymshocks am similar to the ballistic shocks caused by the impact of non-penetrating projectiles on
a hard structure [A.3] in that they produce a near-instantaneous velocity change of the structure at
the moment of impact, comesponding to art acceleration response that approaches a delta function.
The result is the generation of intense stress waves with rapid rise times (on the order of 10 pstx
[A,4]) that travel throughout the structure with various modes of propagation [A.5]. Discontin-
uities in the structural propagation path (in particular, bolted or rivetai joints and structural bound-
aries) tend to refkxt, attenuate, and/or scatter the propagating waves, causing a rapid Auction in
the structural response accelerations with increasing distance from the source. Also, the dispersive
character of some of the propagating waves, particularly the bending waves at the higher frequen-
cies, causes them to spread in time with increasing distance from the source, reducing the sharp-
ness of the wave front. On the other hand, if the measurement is made close to the source, the

o 1 2 3 4 5
Time, msec

Figure A. 1. Typical Pyroshock Acceleration SignaI Measured with 20kHz Bandwidth.
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initial acceleration pulse associattxi with the near-instantaneous velocity change of the structure
(called the “pm-pulse” in [A.6] and the “pre-shock” in [A.7]) often excites the natural frequencies
of the accelerometer and/or overloads its sensing element. Although difficult to detect with an
accelerometer, this near-field pulse can be identified with a velocity transducer, as illustrated in
Figure A.2, which is taken from [A.7]. This figuse shows the velocity response of a one-half inch
thick steel plate measured by a laser vibrometer (which diredy measures velocity) with the target
directly over a he of primer cord (25 grains/ft) detonated on the opposite side of the plate. The
measukd initial velocity change is about 5.6 rnh (220 inkc) in 3 psec, which corresponds to an
acceleration of almost 200,000 g.
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Figure A.2. Near-Field Pyroshock Velocity Signal Measured with 1 MHz Sampling Rate [A.7].

The purpose of this appendix is to clarify the basic problems related to the measurement of pyro
shocks using accelerometers, and to recommend produres  to suppress these problems and evalu-
ate the quality of the resulting acceleration signals. A summary of the major data acquisition and
analysis problems is presented in Section A.2, and spific guidelines and recommendations are
detailed in Section A.3. Alternate pyroshock measurement procedures are briefly outlined in
Section A.4. Many examples of actual pymshock data are presented in these sections to illusuate
various measurement problems. It should be mentioned that the pyroshock signals shown in these
examples wm digitally converted fkom hmi copies of actual dam and replotted using a computer
graphics program. This process somewhat suppressed the higher frequency content of the time
history signals shown in the examples.

A.2 ~. . . . ‘W basic instrumentation needed to
acquire and analyze pymshock data consists of (a) a tm.nsducer, (b) a signal conditioner, (c) some-

times an analog tape recorder, (d) an analog lowpass anti-aliasing filter, (e) an analog-todigital

converter (ADC), (f) a digital storage device, and (g) a signal processing instrument or computer



with appropriate analysis software. Background discussions of these data acquisition and analysis
system instruments and procedures are presented Sections 3 and 5.5.3.

A.2. 1 ~. Most pymshock measurements are made using either piezoelectric or piezo-
resistive type accelerometers (see [A.8] and Section 3.2.6.1) with special featunx to enhance their
ability to measure mechanical shocks, specifically, a higher than usual sensing element monance
frequency (often in excess of 100 kHz) and a high maximum acceleration limit (up to 200,000 g).
Nevertheless, the capabilities of the accelerometer are often exctxxid in pyroshock measurements
made near the source of excitation.

A.2.1.1 ~.Whether piemelectric or piezoresistive,  Welerometers used
for pyroshock measurements have sensing elements that are very lightly damped, i.e., the damping
ratio is generally ~ <0.005. To restrict the accelerometer output to no more than 5% above its
nominal sensitivity, the upper frequency limit of the accelerometer should be no more than about
20% of the resonance frequency of the sensing element (see Section 3.2.3.2). Above this fre-
quency limi~ the accelerometer output will be increasingly exaggerated with increasing frequency.
Worse yet, if there is significant excitation in the frequency range of the sensing element reso-
nance, the element will “ring” causing a strong output signal at its resonance frquency, which may
be much higher than the true acceleration input over all frequencies. The resonance frequencies of
the accelerometer case will cause the same effect, Resonances of the accelerometer to excitations
along transverse axes may also occur, causing additional problems.

Unfortunately, due to the impulsive character of pyroshocks, the spectrum of the structural re-
sponse near shock soumes often extends to extremely high frequencies (the theoretical spectrum of
a true impulse or delta function covers an infinite frequency range [A.9]). Hence, it is common for
pyroshock measurements to be contaminated by transducer resonances. This is illustrated in Fig-
ure A.3, which shows the acceleration signal measured by a commercial accelerometer (designed
for shock measurements) during a typical pyroshock test [A. 10]. Note that the measumxi  accelera-
tion signal is dominated by a response component with a frequency of about 37 w which corre-
sponds to the frequency of a case (rather than a sensing element) resonance of the accelerometer.
Of course, even when transducer resonances are excited, if the maximum acceleration limit is not
excited and the dynamic range of the data acquisition system is adequate, the system responds lin-
early and the shock signal at frequencies below resonance will still be accurate. However, the res-
onance response often causes (a) the maximum acceleration limit to be exceeded, or (b) saturation
of the signal conditioning amplifier or other some other component of the &ta acquisition system.
Then the system response is nonlinear, causing a loss of information at all frequencies.

The manufacturers of accelerwneters produced for shock measurement applications have attempted
to circumvent the above noted problem by designing accelerometers with the highest feasible
sensing element and case resonance frequencies (advertised to as high as 1 MHz). However, the
evidence is clear that all currently available accelerometers will mvetd a strong monant response of
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either the sensing element or the case if measurements are made (without a mechanical falter) suffi-
ciently close to a pyrotechnic source. Such a resonant response should be assumed to exist in all
pyroshock measurements made near the source of excitation, even though the frequency response
range of the analysis equipment may not extend to a sufficiently high frequency to see that resonant
response.

~ 4X104

Figure A.3.

~ Accelerometer case mmnance
at about 37 ld-iz.

P

1 1 1 I I
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Time, msw

Fyrosh~k Acceleration Signal Measured with 80kHz Bandwidth Showing Acceler-
ometer Case Resonance [A. 10].

A.2.1.2  ~. For some piezoresistive accelerometers, an excessive input
acceleration often breaks the sensing element, causing an instant termination of the output signal.
For piezoelectric accelerometers, however, there is the possibility that the accelerometer will
continue putting out a signal even though the sensing element was overloaded by the initial
acceleration pulse. Such a momentary overload of the sensing element commonly causes a zero-
shift in the output signal with a rapid recovery time (usually less than 5 msec), as illustrated in
Figure A.4. In some cases, a zenwshift with a much longer mcwery time (usually greater than 20
msec) will occur due to an accelerometer malfunction called “crystal domain-switching” [A. 11], as
illustrated in Figure A-5, but such a result could also be indicative of saturation in the accelerometer
amplifier (see Section A.2.2). In any case, if a pyroshock signal reveals a zero-shift, the
measurement generally should be considered invalid (see Section A.2.2 for possible exceptions).
It should be emphasized that altering the initial conditions of the measured signal for analysis
purposes (e.g., applying the AV = O criterion discussed in Section 5.5.3.7) will not correct the
problems indicated by a zermhift.

A.2.1.3 ~meter M o u -. . For pyroshock measurement purposes, it is most desirable to
mount accelerometers directly to the structure. Nevertheless, accelerometers are often mounted on
rectangular blocks attached to one side of the structure, as illustrated in Figure A.6(a). This ar-
rangement facilitates the mounting of accelerometers for measurements of in-plane motions. Also,
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Pyroshock Acceleration Signal with Zero-Shift due to Saturation of Accelerometer
Piezoelectric Element.
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Figure A.5. Pyroshock Acceleration Signal with Zero-Shift due to Accelerometer Malfunction
@or Amplifier Saturation.

the mounting block generally reduces the problem of spurious accelerometer outputs due to base
strain. On the other hand, the rtxtanguhr  mounting block arrangement in Figure A.6(a) introduces
two problems, as follows:

(1) The mounting block adds both mass and stiffness to the structure that will distort the high
frequency dynamic response of the structure, producing errors in the measurements of the
structural response along all three orthogonal axes (see Section 3,2.5.2 for mass loading cor-
rections),

?63



(a) Rectangular Block Mount (b) Triangular Block Mount (c) Dual Block Mount

i 1 A A . t 1

I Accelerometer /
*

+W
i

‘Sen~g axis structureI,.,
Figure A.6. Accelerometer Mounting Procedure for In-Plane Pyroshock Measurements.

(2) The inertial load of the mounting block introduces a spurious rotational motion of the struc-
ture at the mounting block location, producing major errors (often in excess of 100%) in the
measurements of the structural response, particularly along the in-plane axes (see [A. 12]).

For measurements on relatively heavy and stiff structures, such as bulkheads, the errors introduced

by rectangular mounting blocks maybe minor. However, the mounting block induced errors are
often substantial for measurements made on thin panel structures.

The influence of rotational motions on in-plane measurements can be minimized by the use of tri-
angular mounting blocks, as suggested in [A, 12]. In a triangular mounting block arrangement,
two accelerometers are mounted with their sensing axes at 45 degrees to the orthogonal axes of the
structure, as illustrated in Figure A.6(b). The acceleration response normal to the structure is then
determined by summing the two accelerometer signals and dividing by {2, while the in-plane re-
sponse is determined by subtracting the two accelerometer signals and dividing by ~2. This theo
retically allows the in-plane motion to be measured correctly at the surface of the structure, inde-
pendent of rotational motions of the structure. However, to be effective, the sensitivity and phase
of the two accelerometer channels must be very accurately matched. A carefully calibrated and
highly stable digital data acquisition system is usually required to achieve the necessary accuracy.

An alternate proctxkm for suppressing in-plane measurement errors due to rotational motions is to
use two in-plane accelerometers, one on each of two identical blocks mounted on both sides of the
structure at the same location (assuming such a mounting arrangement is possible), as illustrated in
Figure A.6(c). The sum of the two accelerometer signals divided by two will yield an in-plane
acceleration measurement free of rotational effects. Also, the mass symmetry of the mounting
blocks will suppress mounting block induced rotational motions. However, to be effective, the
two accelerometer channels must be very accurately matched, as discussed above for the triangular
mounting block arrangement. See Section 3,2.6.3 for further details on accelerometer mountings.
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A. Z.I.4 ~. Other potential problems associated with accelerometer measurements
of pymshocks include the following:

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

The accelerometer connectors may break, or momentarily open circuit causing severe noise
contamination of the signal, particularly with piezoelectric accelerometers. Connector prob
lems can be largely eliminated by soldering the cables directly to the accelerometer lead wires.

Accelerometers mounted using a glue may break he. Accelerometers mounted by a stud or
through a bolted mounting block may loosen or momentarily separate horn the structure
during the shock.

The shock may cause sufficient base strain to the accelerometer to produce a spurious output
due to a deformation of the sensing element.

Accelerometers that are not electrically isolated and are attached to the structure with a glue
may ground and cause severe noise contamination due to ground loops,

The accelerometer output may be influenced by the electromagnetic radiation (EMR) pulse
generated by the pyrotechnic detonating device.

The accelerometer output may include a response to the acoustic noise produced by the pym-
shock.

The accelerometer output may include contributions fmm a transverse accelerometer reso-
nance.

The accelerometer performance may be influenctxl by heat transients produced by the detona-
tion of the ordnance causing the pyroshock (see Section 3.2.4.2).

These various problems can be largely eliminated by a proper selection and use of accelerometers
for pyroshock applications [A. 13-A. 17], and good measurement procedures, as recommended in
Section A.3.

A.2.2 ~. . . Both piezmelectric and piezoresistivc accelerometers must be used
with a signal conditioner (amplifier and/or power supply), as described in Section 3.3. For piezo-
electric accelerometers, which are essentially charge-generating devices with a very high source
impedance, the first stage of the “signal conditioner is a charge converter, as illustrated in Figure
3.37. The transfer of the accelerometer signal through cables to the charge amplifier is vulnerable
to losses due to the cable capacitance, as well as noise contamination, if the cables become very
long (see Section 3.3.5). To avoid these problems, some manufacturers build piezoelectric ac-
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celerometexs with electronic circuits integrattxi within the accelerometer that convert the charge sig-
nal into a VOltagC signal with a relatively low souroe impedance.

In any case, the signal conditioner has a finite dynamic range arid slew rate limits that may not be
adequate to cover the full dynamic range of the pyroshock signal generated by the accelerometer.
Specifically, the high fitquency potion of pyroshock signals is commonly very intense due to the
response of lightly damped high frequency modes of the structure subjectd tc) -he pyrotechnic
source. This may not be immediately apparent because the high frequency pm, ~ of the signal
often exceeds the upper fm.quency limit of the data analysis equipment, The result can be a satura-
tion of the signal conditioner amplifier (charge converter) due to an input gain setting that is inade-
quate to accept these unseen high magnitude, high frequency signals. Amplifkr saturation appears
in the signal conditioner output signal in many ways, but most commonly as a zero-shift in the sig-
nal time history followed by a slow recovery (usually in excess of 20 msec). An example of se-
vere amplifier saturation is shown in Figure A.7. Less extreme amplifier saturation might appear
as illustrated in Figure A.5. However, as discussed in Section A.2. 1.2, the signal shown in Fig-
ure A.5 could also be caused by a malfunction of the accelerometer.

~ 4X103
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Figure A.7. Pyroshock Acceleration Signal with ZerAhift due to Amplif”er Saturation.

Generally, a zemshifi due to amplifier saturation should be viewed the same as a zxm-shift due to
accelerometer saturation or other malfunctions, namely, the data should be considered invalid
[A. 18]. In some cases, however, limited information might be recovered if certain assumptions
concerning the exact nature of the amplifier overioad are justified [A. 19]. Again, it should be
emphasized that altering the initial conditions of the measured signal for analysis purposes (e.g.,
applying the AV = O criterion discussed in Section 5.5.3.7) will not correct the problems indicated
by a zero-shift. See Section 3.3.2 for further details on amplifiers.
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A.2.3 ~. The signal conditioners used with both piezoelectric and piezo
resistive accelerometers often include an electrical lowpass filter with a selectable upper cwt-off fre-
quency, ranging from 2 kHz to 20 kHz, immediately before the charge converter or fmt amplifier
stage. Passive lowpass pre-filters are also sometimes used in the cable before the signal condi-
tioner (see Section 3.3.3.3). The purpose of these filters is to allow the user to suppress the high
frequency content of the measured pyroshock signal before further signal conditioning, voltage
amplification, and recoding operations are performd Since the high frequency portion of a pyrcE
shock acceleration signal is typically very intense, removing that portion of the signal early in the
data acquisition process can allow a higher gain setting to the signal conditioner ad, hence, greatly
enhance the signal-t~noise level in later data processing. However, such lowpass filtering may in
some cases result in a loss of relevant information, depending on the application of the data [A, 15].
Also, filters with nonlinear phase characteristics may distort the pyroshock signal at frequencies
near the cut-off frequency of the filter (see Section 3.7.3.4).

The use of electrical lowpass filters and/or pre-filters would appear to provide a solution to the
dynamic range problems caused by the usually intense high frequency portion of pyroshock accel-
eration signals, as well as the spurious signals due to resonant responses within the accelerometer.
However, experience suggests the dynamic range problem is not so easily resolwxi. Studies of
various different piezoelectric accelerometer/signal conditioning systems [A. 10] indicate that the
lowpass filters in at least some commercial signal conditioners appear to malfunction when the
upper cut-off frequency is set below about 20 kHz. Similar anomalies in the performance of low-
pass falters in commercial signal conditioners have been observed in carefully controlled laboratory
tests with synthesized transient signal inputs [A.20].

A.2,4 ~. The obvious solution to the dynamic range problem in pyr~
shock measurements, as well as the accelerometer ringing problem discussed in Seetion A.2. 1.1,
is to prevent the high frequency portion of the shock from reaching the accelerometer. This can be
accomplishtxi by inserting a mechanical lowpass filter between the accelerometer and its mounting
point, where the upper cut-off frequency of the mechanical filter is well below the lowest reso-
nance frequency of the accelerometer. Such mechanical filters have been commercially available
for many years (e.g., [A.21]),  and various configurations of mechanical falters have been evaluated
for pyroshock measurement applications (e.g., [A.22]). To achieve a flat gain factor of near unity
at frequencies below their cut-off frequency, mechanical filters are or should be constructed with a
damping ratio of ~ = 0.7. This introduces a phase shift into the acceleration sensed by the acceler-
ometer at all frequencies, but the phase shift is nearly linear with increasing frequency (corre-
sponding to a fixed time delay) and, hence, does not distort the measured acceleration signal. On
the other hand, the filters must be “tuned” for specific accelerometer weights, and used within a
narrow temperature range to avoid variations from the desired damping value. Furthermore, they
may “bottom” when subjected to an intense pyroshock, and sometimes have poor transverse re-
sponse characteristics.
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At least one major manufacturer of piezoelectric transducers has introduced an accelerometer that
incorporates a mechanical lowpass filter in the support of the sensing element. This approach is
attractive in that it reduces the size and weight of the transducer installation, and assures the falter is
properly “tumxl”.  However, the other potential problems discussed above still apply.

A.2.5 ~.When feasible, it is desirable to digitally, cap-
ture and store rneasurd pyroshock signals on-line directly out of the signal conditioner. Digital
captti devices are now available with sampling rates exccxxiing 10 MHz, and real time storage
capabilities exceeding 1 million sample values. The analog-to-digital converters (ADCs) for such
instruments usually employ at least a 12 bit WOKI size, meaning they provide a maximum dynamic
range (as defined in Section 3.7.1.3) of DR = 72 dB.

Unfofiunately, there are many cases where it may not be feasible (or at least not convenient) to me
direct digital capture and storage devices, particularly when a large number of accelerometer mea-
surements are being made simultaneously. Hence, pyroshock signals are commonly recorded on
analog tape recoders for storage and later analysis. For FM tape recorders that meet the require-
ments of IRIG Standard 106-93 [A.23], the rms signal-to-noise ratio of we recorded signals is a
maximum of about S/N= 48 dB.

For any type of mcoxrling, since there is usually considerable uncertainty about the peak accelera-
tion value that will occur during a pyroshock event, it is often necessary to set the recorder input
gain to a conservative value (provide “head-room”) to assure against an overload. This means that
the useful dynamic range of the rwmkl signals may be very much less than the maximum dy-
namic range of the recorder. This head-room problem can be suppressed by simultaneously
recording each pyroshock signal on two or more recorder channels set with different sensitivities.
Of course, this approach increases the instrumentation r@rements, and usually is not necessary if
a direct digital capture device is used. See Section 3.6 for funk details on data nwmling.

A.2.6 ~ti-~-tdXg@ tinvertt2Ei,, . Essentially all pyroshock data anal-
ysis is currently accomplished using digital data analysis procedures. When digital capture and
storage devices arc ustxi for data acquisition, the pyroshock signals are converted dinxtly into a
digital format Gthenvise, the recorded data signals are digitized by an ADC on the fkont end of the
data analysis instrument, or by a “stand-alone” ADC tied to a computer, as described in Section
3.7. In any case, the anti-aliasing filter and ADC sampling rate requirements for pyroshock data
are essentially the same as those detailed for general transient data in Section 5.5.3.

It should be mentioned that aliasing errors can be particularly severe for the case of pyroshock data
because of the intense high frequency energy in such data, and the possible ringing of the acceler-
ometer at frequencies above the Nyquist frequent y. For example, consider the acceleration in
Figun A,3, where there is a dominant component at about 37 kHz due to MI wwlero~ter case
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resonance. If this signal had km acquired with a digital sampling rate of, say, Rs =40 ksps, pro
ducing a Nyquist frequency of fN = 20 kHz, the 37 kl-lz component would have been tdiased down
to appear in all data analysis at 3 kHz (see Section 3.7.2). From this illustration, the potential for
serious misinterpretations of digitally acquired pyroshock data due to aliasing is clear. It should
also be mentioned that electrical lowpass filtering in the signal conditioner or mechanical lowpass
filtering in the transducer will help suppress aliasing, assuming the cut-off frequency is no higher
than that of the anti-aliasing filter, but such filtering should never be ustxl as a substitute for anti-
aliasirig filters.

A.2.7 - P r o c -. As noted in Section 5.5.3, the shock response spectrum (SRS) has
become widely accepted as the primary descriptor for transient signal measurements, including
pyroshock measurements [A.24]. However, the application of the SRS to pyroshock measure-
ments is often the source of controversy for various reasons, including the following:

(1)

(2)

(3)

(4)

The SRS for a given pyroshock is not unique, i.e., there are numerous different transient
time histories that will produce the same SRS.

Since the SRS represents the nxponse  of single degree-of-freedom systems to the measured
transient, it does not yield the peak acceleration that might occur in the response of a multi-
mode component (a multiple degree-of-freedom system) subjected to the measured pyro-
shock. Hence, it is not indicative of the damage potential of the pyroshock to such cases.

The linearity assumption in the SRS is sometimes questionable, particularly for components
subjected to high intensity transients like pyroshocks.

The SRS is highly sensitive to the assumed damping value for multi-cycle transients like
pyroshocks.

A.2.7.1 -vitv to D~. . The last problem noted above is the most serious from the
viewpoint of pyroshock simulations for testing purposes. Specifically, the values of the SRS for a
single cycle transient (e.g., a half-sine pulse) can never exceed twice the peak acceleration of the
transient, no matter what damping value is assumed [A,25, A.26]. However, as the number of
cycles in the transient increases, the SRS values approach the steady-state response of the hypo-
thetical oscillators producing the SRS. This point is illustrated for a sinusoidal-like transient in
Figure A.8, which is taken directly from [A.25]. The results in Figure A.8 are for zero damping
and, hence, the SRS will approach infinity as the number of half-cycles N in the transient becomes
large. With nonzem damping, the SRS approaches a limiting value of Q = 1/(2{), where ~ is the
assumed damping ratio (see Section 3.2.2). Referring to Figure A. 1, pyroshocks typically include
a large number of cycles, meaning the sensitivity of pyroshock SRS computations to the assumed
damping can be substantial.
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Figure A.8. Maximax Shock Response Spectra for Sinusoidal Forcing Function, XSsin(2rcfd);
0< ts [N/(2f,)] versus Number of Half-~cles,  N [A.25].

From the viewpoint of test validation, errors due to the sensitivity of the SRS to the assumed
damping can be suppressed by using the same darnping for the test simulation analysis as was used
to evaluate the actual pyroshock event. This approach will be effective only if the test simulation is
accomplished using a pymshock excitation, or a reasonable simulation thereof [A.24]. For exam-
ple, the SRS for a given pyroshock could be crudely approximatcxl by a single cycle transient hav-
ing a properly designed waveform. However, the required peak acceleration of that single cycle
transient would be very much larger than the actual peak acceleration of the pyroshock, raising se-
rious questions about the accuracy of the test simulation from a damage potential viewpoint.
Procedures for preventing this type of misuse of the SRS are detailed in Section 5.5.3.2.

A.2.7.2 ~. The acceleration SRSS for pyroshock measurements commonly cover a
wide dynamic range. This is illustrated by the typical pyroshock acceleration SRS in Figure A.9.
Even if the Fourier spectrum of the structural acceleration response to the pyroshock were uniform
with frequency, the SRS acceleration values would rise with natural frequency at a rate approach-
ing 6 dB/octave.  This follows from the fact that, for zero damping, the residual shock response
spectrum SR(f~ is proportional to fkquency times the magnitude of the Fourier spectrum lX(f)l of

the S~CtUrd ~SpOnSe, i.e., SR(f~) = 2rcf lX(f)l [A.26]. In many cases, the smoothed Fourier
spectrum of the structural acceleration response to a pyroshock excitation actually increases with
frequency. This occurs because the bandwidth of the modes of the structure subjected to the pyrcE
shock generally incnxuw with frequency. The net result is the substantial increase in SRS values
going from low to high natural frequencies seen in Figure A.9.
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A.9. T~ical  M~imax Acceleration Shock Response Spectrum for Pyroshock on Heavy
Aluminum Structure.

A.2.7.3 Te~. . There are other techniques for analyzing and evaluating
transient dam including pyroshock data. The two most common alternatives are the Fourier spec-
trum and the energy spectrum (see Sections 5.5.1 and 5.5.2, respectively). These two functions
provide a description of the transient environment itself, rather than the effect of the transient on a
hypothetical component modeled by simple oscillators. They also yield rigorous input/output
relationships [A.9] that are not provided by the SRS. The energy spectrum is the more applicable
of the two functions for the description of stochastic transients, such as pyrotechnic and ballistic
shocks. Its use has been explored for such applications [A.27], but has been found lacking in two
important ways, as follows:

(1) To achieve, statistical stability, the computation of an energy spectrum requires an averaging
operation over several repeated shocks, or over frequency in a manner that restricts the reso-
lution of the analysis (see Section 5.5.2).

(2) The energy spectrum does not define peak accelerations for either the transient or a hypotheti-
cal component subjected to the transient.

See [A.28] for otk analysis techniques that might be suitable for special applications.

A.3 ~. . The following guidelines am recommended for the ac-
quisition and analysis of pyroshock data.

A.3.1 ~. For those cases where pyroshock measurements are being made
to define the input loads to a specific item of system hardware, the measurement locations for
accelerometers should be as close as feasible to the attachment points of the hardware, with either
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the actual hardware or an accurate simulation of the hardware present. In those cases where the
measurement locations are not dictated by the attachment points for specific hardware items, the
following guidelines are recommended:

(1)

(2)

(3)

For structures that are homogeneous between the pyrotechnic source and measurement loca-
tion, never select a measumwnt  location within 6 in. of the source.

Always select measunment locations thti are as far from the pyrotechnic source as feasible to
still acquire meaningful engineering information.

When applicable, select measurement locations that are separated tim the source by a struc-
tural path with discontinuities, e.g., riveted or bolted joints, or isolation elements.

Common sense dictates that the above guidelines should apply to the installation of system hard-
ware as well.

The above recommendations evolve from the fact that essentially all pyroshock measurements
made in the past using an accelerometer mounted within 6 in. of a pyrotechnic soume on a structure
with a homogeneous path (i.e., no joints or isolation elements) between the soume and the mea-
surement location have proven, under careful inspection, to be highly questionable. Even out to 12
in. from the source on a homogeneous structural path, accurate pyroshock data are difficult to
acquire using accelerometers. Hence, if circumstances arise where near-field pyroshock measure-
ments are required in violation of the above recommendations, the use of transducers other than
accelerometers should be considered (see Section A.4).

A.3.2 ~. Although some investigators tend to favor piezoresistive over piezoelectric
accelerometers for pymshock measurements (e.g., [A. 15]), current piezoelectric accelerometers are
considenxi acceptable if they are properly used. In either case, however, only those accelerometers
designed speciiica.lly for shock measurement applications should be employed.

A.3.2.1 ~. Most modern piezoelectric and piezoresistive acalerometers incorpo-
rate electrical isolation, but many older models do not. In these cases, great cam must be exemised
to avoid background noise problems due to ground loops and the electromagnetic radiation (EMR)
pulse generated by the ignition of the ordnance device producing the pymshock, as follows:

(1) If the accelerometers do not incorporate electrical isolation, they must be mounted to the
structure through electrically isolated studs, or with a glue that provides electrical insulation.

(2) The accelerometers should be checked with an ohmmeter for possible grounding to the struc-
tm before each tes~ The only ground should be at the signal conditioner or end instrument.
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(3) If possible, the accelerometers should again be checked with an ohmmeter for possible
gm.mding to the structure after each test, to confirm that the electrical isolation did not fail
due to the pyroshock.

(4) For piezoelectric accelerometers without integrated electronics, all cables between the amler-
ometers and their charge amplifiers should be continuous, noise-treated coaxial cable. No
junction boxes or twisted pairs cabling should ever h, used,

(5) Rather than using connectors, it is desirable to directly solder the cables to the accelerometer
leads, when feasible.

(6) To suppress EMR contamination and cable damage, the cables should not be attached to the
structure beyond the accelerometer connection, and should be carried away from the acceler-
ometer in the opposite direction from the pyrotechnic source. A special stand might be
needed to support the cables off the structure.

(7) To check for possible EMR contamination of accelerometer signals during a test, an inert
accelerometer (an accelerometer with an inactive sensing element, but otherwise identical to
the measurement accelerometers) should be attached to the structure near the measurement
accelerometers, and wirwl to a nearly-identical signal conditioner with the same gain setting.
A significant output from the signal conditioner for the inert accelerometer due to the pyro-
shock event will indicate an EMR noise interference problem. Most accelerometer manufac-
turers sell inert versions of their transducers.

(8) If an inert accelerometer is not available, the next best check for EMR contamination is to
freely suspend an additional accelerometer adjacent to, but not touching, the structure and
wire it to a nearly-identical signal conditioner with the same gain setting. Again, a significant
output from the signal conditioner for the freely suspended accelerometer due to the pyro-
shock event will indicate an EMR noise interference problem.

A.3.2.2 ~. . The use of mounting blocks to attach accelerometers to the
structure is discouraged for the reasons noted in Section A.2. 1.3. However, if mounting bkxks
am requiredi attention should b given to avoiding mounting block resonance and separation prob
lems, as follows:

(1) The mounting blocks should be aluminum, tnagnesium, or preferably beryllium if fimding
allows, with no dimension greater than 0.75 in. on a side. This will usually assure a reso-
nance frequency of the mounting block, loaded with the accelerometer, in excess of 40 kHz.
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(2)

(3)

(4)

For the measurement of very intense pyroshocks (peak values in excess of 5,000 g), the
mounting blocks should be both glued and bolted to the structure, if feasible, to reduce the
risk of separation during the pyroshock. The organization responsible for assessing the in-
tegrity of the structure to which the accelerometer is mounted should be consulted before any
bolt holes are drillcxl in the structure. For less intense pymshocks,  a glue bond alone will
usually be adquate.

If the mounting blocks am both bolted and glued to the structure, the bolts should be loos-
ened following each pyrotechnic event to determine if the blocks are still bonded to the
structure by the glue. A broken glue bond would indicate the mounting block separated dur-
ing the shock.

For in-plane measumments, if a digital data acquisition system is used that can provide the
necessary accuracy, two accelerometers on either the triangular or dual mounting block ar-
rangement shown in Figure A,6 should be considerwi

See [A.29] for further details on the use of mounting blocks and comparisons of various mounting
glues.

A,3.2.3 ~ Lo~. The use of a mechanical lowpass fiiter between the acceler-
ometer and the structure is acceptable if the specific filter being used has been thoroughly evaluated
and verified to be effective for the measurement of pyroshock signals. This recommendation with
the same caveat also applies to accelerometers with incorporated mechanical filters. The principal
concerns in the evaluation of such filters should be as follows:

(1)

(2)

(3)

(4)

The mechanical filter cut-off frequency should beat least 1.5 times the highest natural fN,-
quency for subsequent SRS computations.

There should be no “bottoming” or other nonlinearity of the mechanical falter when subjected
to a pyroshock of the magnitude to be measured

The gain of the mechanical filter near its resonance frequency should not reveal a substantial
peak due to inadequate damping.

There should be no significant transverse resonances of the mechanical filter causing an un-
acceptable sensitivity to off-axis acceleration inputs.

Improvised mechanical filters (i.e., wood, hard rubber, or other “scdl mount” ~teri~s) ~e not
rexxmmended due to the kirge uncertainties in their performance characteristics.
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A.3.3 ~. Pyroshock measurements with piezoelectric accelerometers should al-
ways be made using a charge amplifier, unless the accelerometer has integrated electronics.
Electrical filtering prior to the amplifier should be limited as follows:

(1)

(2)

(3)

(4)

LowPass filters should not be used with a cut-off frequency of less than 20 kHz, unless a
filter with a lower cut-off frequency has been thoroughly evaluated to be effective for the
measurement of the pyroshocks of interest (see Section A.2.3). In any case, the cut-off fre-
quency of lowpass filters should always be at least 1.5 times the highest natural frequency
for subsequent SRS computations.

There is no objection to using highpass filters to remove electrical offsets and/or drift in the
transducer instrumentation. However, the cut-off frequency of the highpass filters shauld be
no more than 20 Hz or 0.1 % of the highest SRS computation frequency, whichever is lower.
A cut-off frequency above this limit might remove a temporary zero-shift indicative of an
invalid measurement due to accelerometer and/or amplifier saturation (see Sections A.2. 1.2
and A.2.2).

The signal conditioner filters (lowpass and/or highpass) can be of any type, as long as their
cut-off frequencies are no greater than 0.67 fl for highpass filters and no less than 1.5 fh for
lowpass filters, where fl and fh are the lowest and highest natural frequencies, respectively,
for subsequent SRS computations. These cut-off frequency selections will minimize the
errors in the lowest and highest SRS oscillator responses, as well as the errors due to the
possible nonlinear phase characteristics of the filters [A.30].

The gain of signal conditioner filters (low-pass and/or highpass) should be flat to within *5%
Wh.hh the @uency ~f$? from fl to fh.

A.3.4 ~. Although on-line digital data acquisition and storage is desirable to achieve
a maximum dynamic range (see Section A.2.5), the use of tape recders is often necessary when a
large number of accelerometer measurements are required. To maintain the interchangabllity  of
tape recorders used for the playback of the recorded pyroshock signals, such data recordings
should be made as follows:

(1) Only laboratayquality  IRIG standard 14-channel or 28-channel FM tape recordings with ex-
tendd range (Wideband I or Wideband II) heads are recanmend~  although IRIG standad
PCM recordings am acceptable if they have a frequency range of O to 40 kk

(2) The tape speed for FM tape recordings should be at least 60 in./sec (ips), giving a frequency
range with Wideband I electronics of at least O to 40 kHz. It is acceptable to playback the
data recordings at a redud speed for digital conversion and data analysis.
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A.3.5 ~. . . Special purpose instruments are sometimes used for pyroshock
data analysis that have fixed sampling rates and automatically compute an SRS after the sampling
operation, However, when the available instrumentation permits, the data signals should be sam-
pled and edited as follows:

A.3,5.1 ~ti-Aliasing FilteT$ a n d  S a m D l l -
. . All measured pyroshock signals must be low-

pms fiitmd  for anti-aliasing purposes before digital convemion. This is true ever) when lowpass
filters “are used at the accelerometer (see Seztion A.3.2,3)  and/or at the input to the signal condi-
tioner (see Section A.3.3) during data a~uisition. The recommendations presentd  in Section
3.7.3 and extendtxl in Section 5.5.3.4 apply to the selection of anti-aliasing filters and their cut-off
frtquency. The recornmen&tions presented in Section 5.5.3.5 apply to the selection of the sam-
pling rate.

A.3.5.2  ~, All digitized pymshock time history signals should be inspected for errors
by an experienced analyst prior to the SRS computation. This should include a visual inspection
for the following common anomalies:

(1)

(2)

(3)

(4)

(5)

Obvious wild points, dropouts, magnitude limitations, or other anomalies that are clearly
indicative of an ADC malfunction or clipping (see StWion 4.4).

Signal terminations indicative of an accelerometer failing or coming off the structure.

Sharp randomly-occming spikes in the signal indicative of noise due to a loose connector or
other intermittent noise sources (see Section 4.4).

Zero-shifts indicative of saturation in the accelerometer or signal conditioner. See Figunx
A.4, A.5, and A.7 for illustrations.

Asymmetry between positive and negative values indicative of one-sided clipping or satura-
tion in the accelerometer or signal conditioner. See Figure A.4 for an illustration.

It should be noted that knowledge-based computer programs for automated data editing of pyro-
shock signals have kn developed by some organizations (e.g., [A.31 ]). The use of such auto-
mated data editing systems is endorsed if their effectiveness has been thoroughly verified by exper-
ience, and an experienced an~yst is available to perform a cursory review of the edited results.

A.3.5.3 =tv V~. Beyond the above visual ciwks by an experienced analyst (or an
automated data editing program), all pyroshock acceleration sign@s should be further checked for
validity by computing a running integration to obtain an instantaneous velocity signal, as summa-
rized below. In applying the velocity validation procedure, it should be mentioned that a low fre-
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quency trend (usually one or fewer cycles over the analysis duration) might occur in the integration
of any random signal due to the integrated low frequency noise. Care must be exerciswl to distin-
guish between the more rapid trends indicative of a spurious acceleration signal, and the slower
trends due to a ncxmal integrated noise problem,

(1) For measurements on structures that experience no net velocity change due to the pyroshock
event, and the AV = O criterion in Section 5.5.3.7 is imposal, a clean, accurate pyroshock
acceleration signal should integrate to a velocity signal that looks like a lowpass filtmd ver-
sion of the acceleration signal with a zero velocity value at the end of the data block, as illus-
trated in Figure A. lo(a). If the velocity signal reveals a rapid shift in its mean value to unrea-
sonably high velocity values, particularly during the early part of the transient where the
shock magnitude is intense, this is indicative of a serious defect in the acceleration measure-
ment. An illustration is shown in Figure A. lo(b) where a noise spike is present in the accel-
eration signal. Excluding spurious trends due to integrated noise, if the mean value of the
velocity signal exceeds the peak-to-peak range of the fluctuating portion of the velocity sig-
nal, the data should be considered invalid. Fortunately, serious defects in measured pym-
shock acceleration signals commonly cause zero-shifts in the instantaneous velocity signal far
greater than the above recommended limit.

(2) For measurements on structures that experience a net velocity change due to the pyroshock
event (e.g., deployed structures), and the initial V = O criterion in Section 5.5.3.7 is im-
posed, a clean, accurate pyroshock acceleration signal should integrate to a velocity signal
that looks like a lowpass filtered version of the acceleration signal with a velocity value at the
end of the data block equal to the net velocity change of the structure. Excluding spurious
trends due to integrated noise, if the velocity signal at the end of the data block differs from
the net velocity change of the structure by more than 2:1, the data should be considered in-
valid. As in (1), serious defects in measured pyroshock acceleration signals commonly cause
errors in the terminal velwity signal far greatex than the above recommenckxl limit.

A.3.6~. The SRS is considered to provide the most useful description of pyroshock
data fmm the viewpoint of establishing test specifications and design criteria (see Section 5.5.3).
Absolute acceleration is the most commonly usd SRS response parameter for these applications,
but relative displacement or velocity can also be used. Other forms of data analysis, primarily
Fourier and energy spectra, should be consided  for other applications, such as the estimation of
structural ffequency response functions.

A.3.6.1 _ Da. To avoid truncation errors (see Section 5.5.3.6), the signals ac-
quired for pyroshock data analysis must be long enough to cover all significant signal values above
the background noise of the measurements. To suppress potential noise problems in the later anal-
ysis, however, the analysis block durations should be limited as follows:
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(a) Valid pyroshock measurement.
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Figure A. 10. Pyroshock Acceleration and Velocity Signals for Valid and Invalid Measurements
(Cowtesy McDonnell-Douglm  Astronautics Company, St Louis, MO).

(1) The measured signal prior to the initiation of the acceleration transient obviously represents
background noise and should be deleted fmm the data used to compute the pyroshock SRS,
i.e., the time history values for the analysis should start at the last data point with a near-zero
value prior to the pyroshock. The deletwl portion of the signal should be retained in storage
for the computation of a noise SRS (see Section A.3.6.4).

(2) If the background noise is substantial, the zero value in (] ) should be established from the
average of the signal values prior to the initiation of the transient. To eliminate the potential
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error in this zero value estimate due to power line pickup, the average should be computed
over a time interval T = n/fpl; n = 1, 2, . . . . where fpl is the power line fr~uency (60 Hz in
the U. S.)

(3) lle aural signal after the acceleration transient has clearly diminished into the instrumen-
tation background noise floor should also be deleted fkom the data used to compute the pyro-
shock SRS. The last data point should hm’e a value as near as possible to the average value
of the signal after the transient. If the background noise is substantial, the average value of
the signal tier the transient should be determined as in (2). The deleted portion of the signal
should be retained in storage for the possible computation of a noise SRS (see Section
A,3.6.4)

The last mmrnmended action requires judgment. In applying this judgmen~ it is better to make the
analysis duration too long rather than too short, since an excessive truncation of the signal will
usually distort the analysis results more severely than additional noise (see Section 5.5.3.6).

A.3.6.2 ~“ . The results of an SRS analysis of pyroshock data are influenced by the
damping ratio assumed in the computation (see Section A.2.7. 1 ). To standardize data analysis re-
sults, the following recommendations are made:

.

(1) Except for applications involving special circumstances, the damping ratio for SRS computa-
tions should be ~ = 0.05 (Q = 10).

(2) If the SRS is being determined to establish test criteria for a laboratory simulation using other
than a pyroshock excitation, all SRS computations should be performed twice with two dif-
ferent damping ratios, namely, ~ = 0.05 (Q= 10) and ~ = 0.01 (Q= 50). This will allow an
assessment of how accurately the laboratory excitation simulates the pyroshock environment
(see Section 5.5.3.2),

(3) If the SRS is being determined to establish design criteria other damping values may be used
that better match the known damping characteristics of specific hardware items.

A.3.6.3 ~al C~. The results of an SRS computation can also be significantly influ-
enced by the initial conditions assumed for the data. Again to standardize results, the use of the
initial conditions detailed in Section 5,5.3.7 is rwommended.

A.3.6.4 ~d NOIS&. . Due to the low sensitivity of shock accelerometers, and other factors
limiting dynamic range (see Section A.2.5),  measured pyroshock acceleration signals commonly
include substantial background noise. The effects of this noise on the SRS analysis can be sup-
pressed somewhat by a judicious selection of the actual time history segment used for the analysis,
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as detailed in Section A.3.6, 1. However, the noise superimposed on the transient signal may still
intluence the SRS computation, particularly at the lower frequencies where the actual shock signal
is not very intense. Hence, it is recommended that all measured pyroshock signals be checked for
the possible influence of background noise by computing a “noise” SRS from a segment of the
measured signal preceding each transient. The duration of the segment used to compute the noise
SRS should be identical to the analysis duration used to compute the pyroshock  SRS. If a suffi-
cient segment of the signal is not available prim to the initiation of the transient, the noise SRS
should be computed from a segment of the signal measured after the transient has diminished into
the noise, again with the same duration as the signal segment used to compute the pyroshock SRS.

A.3.6.5 ~R ~ NoiM . As noted in Section A.3.2. 1, the EMR generated by the pyrcE
technic source might cause spurious signals that will be detected by the inert or freely suspended
accelerometer discussed in that section. Hence, it is recommended that the SRS for the output of
the inert or fkely suspended accelerometer be computed to check for EMR contamination of the
pyroshock signals. The starting time and duration of the segment used for this SRS computation
should be identical to that used to compute the SRSS for the actual pyroshock measurements on the
structure. If there is significant EMR noise in the measurements, the SRS for the inert or freely
suspended accelerometer will often approach the pyroshock SRS values at some or all natural fr-
equencies.

A.3.6.6 ~ve SRs. Experience indicates that valid pyroshock measurements
generally produce similar positive and negative SRS values at all natural frequencies. Conversely,
anomalous pyroshock measurements usually result in substantial differences between the positive
and negative SRS values, at least at some natural frequencies. This is illustrated for valid and
invalid pyroshock measurements in Figures A, 11 and A. 12, respectively. These figures also show
the velocity checks for the two measurements, which confmn the anomalous character of the pjn-o-
shock in Figure A. 12. Hence, it is recommended that the positive and negative SRS, along with
any other desired SRS, be computed for all pyroshock measurements as a final check on their va-
lidity.

A.3,6.7 ~. . As a final assessment of the validity of the computed SRS results, the
following evaluation titeria are recommended

(1) The SRS results should be considered invalid at those natural frequencies where the SRS
computed for the background noise discussed in Section A.3.6.4 is less than 6 dB below the
pyroshock SRS.

(2) The SRS results should be considered invalid at those natural frequencies where the SRS
computed for the inert or freely suspended accelerometer discussed in Section A.3.6.5 is less
than 6 dB below the pyroshock SRS.
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(3) The SRS results should be considered invalid at all natural frequencies if the slope of the
SRS at frequencies well below the f~st normal mode of the structure is significantly less than
6 d13/ octave. See Figure A. 12 for an illustration and [A.32] for details.

Ad ~.As noted in the Section A. 1, accelerometers are

(1)

(2)

(3)

widely used for the measurement of pyrosimcks,  primarily because of their convenience,
even though they can introduce serious problems when used for near-field pyroshock mea-
surements. However, there are other types of transducers that might be used in place of ac-
celerometers for near-field measurements. The three most common alternatives are as fol-
lows:

Strain gages (see Section 3.2.8) can be used to measure intense, near-field pyroshocks with
few problems [A.4, A.33], and are recommended when the actual surface strain in a structure
is of interest. However, surface strain measurements on a structure are difllcult to translate
into the orthogonal motions needed to arrive at design and test criteria for equipment mounted
on that srructure.

Laser Doppler vibrometers (see Section 3.2.6,2.2) constitute an attractive alternative to ac-
celerometers for laboratory pyroshock measurements in that they (a) directly measure motion,
(b) make no physical contact with the structure, and (c) have no resonance problems. Laser
vibrometers have been successful y used to measure pyroshocks within 1 inch of the sounx,
where the shock magnitude exceeds 80,000 g (see Figure A,2 and [A.7]). Some laser vi-
brometers directly measure velocity (e.g., [A.34]),  while others measure displacement (e.g.,
[A.35]). In either case, an acceleration signal can be obtain~  if desm by differentiating a
velocity signal once or a displacement signal twice, Of course, laser vibrometers cannot be
used in flight experiments, or other experiments where there is not a fm, motionless loca,-
tion for the laser source and receiver.

Magnetic velocity pickups (see Section 3.2.6.2. 1) have been used successfully for high fre-
quency impact measurements [A.36],  and might be useful for pyroshock measurements at
frequencies well above the magnetic suspension frequency of the transducer moving element.
They can be used in both laboratory and flight experiments, and require very little support
electronics because they self-generate a signal with a low source impedance. Magnetic ve-
locity pickups directly generate a velocity signal, but this can be differentiated to obtain an
acceleration signal, if deshwi. On the other hand, magnetic velocity pickups are mcwhanical
devices with potential resonance problems that can be troublesonie.
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APPENDIX B
NONSTATIONARY RANDOM VIBROACOUSTIC DATA ANALYSIS

B.1 . Referring to Section 5.4.4 in the main text, the spectral analysis of individual
nonstationary signals is relatively straightfonwrd if the signals are deterministic (e.g., a sine wave
with a slowly varying magnitude and/or frequency). Spwifically, repeated FFTs can be computed
over short, contiguous time segments with ~ averaging (BT = 1) to obtain a meaningful time-
varying spectrum of the signal [B. 1 ]. However, this approach is not applicable to the spectral
analysis of nonstationary random signals, because statistical sampling (random) errors occur that
require BT >>1 to obtain an accurate spectral estimate at a specific frequency and time. For aero-
acoustic daa which are commonly analyzed with specifkd resolution bandwidths (i.e., 1/3 octave
bands), this requirement introduces a conflict between a time resolution bias error and the random
error in the 1/3 octave band spectral estimates at specific center frequencies and times. For vibra-
tion data, which are usually analyzed in terms of narmwband aut- (power) spectra, a third emr is
involved, namely, a frequency resolution bias error. The goal in the spectral analysis of nonsta-
tionary random vibroacoustic data is to select analysis parameters that will provide an acceptable
compromise between the bias and random errors in the xwulting spectral estimates.

Before proceeding with any analysis of a nonstationary random signal representing vibroacoustic
data, it is important to identify and separate nonstationary events produced by different physical
mechanisms. This matter is discussed in Section B.2. The recommended spectral representation
for nonstationary random vibroacoustic signals is the maximax spectrum, which is defined in
Section B.3. Procedures for computing the maximax spectra for nonstationary random vibro-
acoustic signals are recommended in Sections B.4 and B .5. Alternate nonstationary random data
analysis procedures are outlined in Section B.6.

B.2 ~~. Referring to Section 4.2.2, the fwst step in nonstationary data
analysis is to identify and separate nonstationary events in the data that am due to different physical
mechanisms. Of special importance is the identification of “transients” events, as defined in
Section 5.3.1.4. Transient data should be analyzcxl by the procedures detailed in Section 5.5.
Even after removing transients, the remaining data may involve a sequence of nonstationary events
due to widely different physical phenomena. For example, the launch of a space vehicle generally
reveals three primary events producing nonstationary vibroacoustic data due to time-varying ran-
dom excitations, as follows:

(a) The acoustic pressures generated by the rocket motors during lift-off.
(b) The fluctuating pressures generated by shock wave-boundary layer interactions during

transonic flight.
(c) The fluctuating pressures generated by the turbulent aerodynamic boundary layer during

flight through the region of maximum dynamic pressure (rnax q).
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In most cases, it is desirable to analyze individual nonstationary events separately. In some cases,
only a single maximax spectrum (defhxxl in the next section) for the entire nonstationary environ-
ment is desird. Such judgments depend on the end application of the data analysis, and should be
resolved prior to the data analysis,

B,3 ~aximax  S~. The recommended spectral representation for nonstationary vibro-
acoustic data is a spectrum that defines the maximum spectral value in each fr~uency resolution
bandwidth during the nonstationary event, independent of when the maximum value occurs. Such
a spectral description, referred to hereafter as the maximax spectrum, generally will not represent
the instantaneous spectrum of a measurement at any specific time [B.2]. However, since
aerospace structure and equipment fa.ihues tend to be fiquency-dependen~ the maximax spectrum
does provide a conservative measure of the dynamic environment from the viewpoint of its damage
potential to structures and equipment. This assumes, of course, that the unit impulse response
functions of the exposed structures and equipment decay rapidly compared to the underlying time
variations of the nonstationary environment, i.e., the nonstationary environment is hot “transient”,
as defined in Section 5.3.1,4. Transient dynamic data should be analyzed and described by the
procdures detailed in Section 5.5 and Appendix A.

It should be mentioned that the maximax spectrum for a nonstationary vibroacoustic load is often
interpreted for design and testing purposes as the autospectrum of an equivalent stationary load that
would produce the same responses of exposed structures and equipment as the maximum of the
nonstationary load at each frequency. However, the maximum nonstationary load at each fre-
quency occurs only momentarily. Since structure and equipment failure mechanisms are com-
monly related to the duration of a dynamic load, as well as its spectral magnitu&, there is clearly a
problem in properly relating the damage potential of nonstationary vibmacoustic loads to stationary
design and test criteria. The resolution of such issues is beyond of the scope of this Handbook.

B.4 ‘~. Stationary aeroacoustic data are usually analyzed
in 1/3 octave bands and presented in terms of sound pressure or fluctuating pressure levels in dB
(both referxed to hereafter as SPL), i.e.,

[;::12~(fi) = 1 0 1 0 g ~ O  - ;i=l,2, . . . (B.1)

where
fi = 1/3 octave band center frequency (in Hz)

~(f~  = SPL (in dB) in 1/3 octave band centered at fi
~~(fi) = rms value of acoustic or fluctuating pressure (in Pa or psi; 1 Pa = 1.45x104 psi)

in 1/3 octave band centered at fi [note that ~X(f~ = aX(f~ since yX = O]

v~f = IIIIS Value of standard reference pressure (in air) = 20 @a = 2.goxl@ psi
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A similar equation relates the overall SPL, denoted by h, to the overall rms value of the acoustic
or fluctuating pressure, ~X,

For the case of nonstationary random aeroacoustic measurements, a time-varying spectrum of the
SPL is usually estimated from a running average of the mean quare pressure in each 1/3 octave
band to obtain a time-varying rms value given by

where the hat (A) denotes “estimate of”, and xz(fi,t) is the instantaneous squared value of the signal
passed by the i~ 1/3 octave band filter. From [B.3], this time-varying estimate of the rms value in
each 1/3 octave band involves a time resolution bias error and a random error, which can be ap-
proximated in normalized terms by

where

(B.3)

A

~~.(fi,t) = estimate of ~~(fi,t)
b[~X(fi$t)] = E [~x(fi,t)] - ~X(fi,t)  = bias error of estimate ~X(fi,t)

d2[~~(fi,t)]/dt2 = second derivative of @X(fi,t) with respect to t
and

(B,4)

where
~$x(fi,t)]=stidetiationofestimate ~X(fi,t)

Bi = bandwidth (in Hz) of 1/3 octave b~d centerd at fi (Bi = 0.23 fi)
T = averaging time of analysis (in W) t

The approximation for the time resolution bias error in Equation (B.3) generally reaches a maxi-
mum when the rms value reaches a maximum [B.3]. Also, it is clear from the random error in
Equation (B.4) that therms value estimates will be least accurate in the lowest 1/3 octave band,
since it has the smallest bandwidth Bi.

From Equation (B.4), if the random aeroacoustic signal king analyzed were stationary, all 1/3 oc-
tave band levels could be computed with any desired degree of accuracy by simply increasing the
averaging time T. On the other hart~ for nonstationary signals, increasing T will increase the time
resolution bias error approximated in Equation (B.3). This is illustrated in Figure B. 1, which dis-
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Figure B. 1. Ruining Averages of Overall SPL Inside Titan IV Payload Shroud During Lift-Off.

plays the running average of the overall SPL measured inside the Titan IV payload fairing during
lift-off, where the SPL is computed with three different averaging times. It is seen in Figure B. 1
that an averaging time of T = 0.1 sec produces an excessive random error, while T = 4.0 sec pro-
duces a clear bias error that causes the maximum SPL to be underestimated. The averaging time of
T = 1.0 w appears to provide a reasonable compromise between these bias and random errors. In
more quantitative terms, the total mean square error for a time-varying rms value estimate can be
formulated by summing the squares of the errors defind in Equations (B.3) and (B.4). That aver-
aging time To that will minimize this total mean square error in the estimated 1/3 octave band’ rms
values is derived in [B.3] to be

“i=[*l’”’
where

(B.5)

(B.6)

and all other terms are defined in Equations (B.3) and (B.4). Note in Equation (B.5) that T’i
varies inversely with the 0.2 power of B’, which means the optimum averaging time is not very
sensitive to the variations in the 1/3 octave bandwidth. For the overall rms value of the signal,
Equation (B.5) still applies, except the bandwidth term B’ is replaced by an equivalent overall
bandwidth B, given by [B.3]
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(B.7)

where ~xx(f) and @ are the average autospectrum and mean square value, respectively, of the
overall signal x(t) around the time that the rms value reaches a maximum.

The problem in practice is to determine CT(fi,t),  as defined in Equation (B.6). This term generally
varies with time and center frequency, but for space vehicle lift-off aeroacoustic data, CT(fi$t)
usually reaches a maximum value near the time t~ when the SPL is a maximum, and its variation
with frequency is small [B.3]. Hence, to determine an accurate maximax spectrum, a single value
of CT(~) can h used in Equation (B.5) for all 1/3 octave bands, where CT(%) is determined from
the overall acoustic signal. Appropriate values of CT(t~ for the acoustic levels inside the Titan IV
payload fairing and the Space Shuttle payload bay during lift-off have been empirically computed
in [B.4]. For other launch events and vehicles, or other types of nonstationary acoustic data,
C~t~) can be estimated fmm a running average of the time-varying overall SPL by [B.3]

[12X 4
cT(tm) = —

3Thp
(B.8)

where ‘I’hp is the half-power duration of the maximum in the overall SPL; i.e., the difference in the
times before and after t~ when the SPL is 3 dB below the maximum SPL. For example, using the
time-varying SP,L estimate in Figure B. 1 computed with T = 1.0 see, the 3 dB down points occur

at about tl = 3.5 sw and tz = 6,5 see, meaning ThP = 3 sec. It follows from Equation (B.8) that
CT(~) = 0.24 sec~ for the time-varying SPL inside the Titan IV payload fairing during lift-off.

B.4.1 ~ p r o c -.
, The following procedure is recommended for the analy-

sis of nonstationary aemacoustic  signals in 1/3 octave bands:

(1) For each measurement, compute the time-varying SPL over the nonstationary event of inter-
est in each of the 1/3 octave bands within the desired analysis frequency range using a run-
ning average. The running average may be computed by either of the two procedures defined
in Section B.4.2. The averaging time should be determined by the procedures detailed in
Section B.4.3.

(2) From the time-varying SPL values computed iri Step (1), determine the maximum value in
each of the 1/3 octave bands, independent of when the maximum value occurs.
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(3) Plot the maximum SPL values determined in the individual 1/3 octave bands in Step (2) as a
function of the 1/3 octave band center frequency to obtain the maximax SPL spectrum.

It should be emphasizd that the above analysis procedure will not produce valid results if the non-
stationary signal includes “transient” events, as defined in Section 5.3.1.4.

B.4.2 ~. Given an analog time history measurement x(t); O S t S T,, with a
mean value of zero, a common way to estimate a running average of the mean squatv value is with
a continuous, exponentially-weighted average given by

(B.9)

where K is the averaging time constant. For a digitized measurement x(nAt); n = 1, 2, . . . . the
equivalent of a running average can be computed using a step-wise, unweighed (or linear) average
over N data points (T = NAt) given by

[
~~( [iM+(N12)l At) = ~ ‘“~N x2(n&)

n=iM+l 1 (B,1O)

where i = O, 1,2,... , (n, - 1), n, = number of steps, and M = size of the step (the number of data
values between each step). For example, if M = 1, a new average is initiated for every new data
point (i.e., every At see), producing the closest approximation to a continuous average. If M = N,
then a new average is initiated at the end of the previous average (i.e., every NAt see), producing
average values over contiguous segments of the signal.

Most data processing is presently accomplishtxi  using digital procedures, so the step-wise linear

averaging procedure defined in Equation (B. 10) is the more commonly used.

B.4,3 . The desired averaging time for a running or
step-wise estimate of the time-varying SPL is that value of K in Equation (B.9), or that value of
T = NAt in Equation (B. 10), which is as long as feasible without causing a significant time resolu-
tion bias error. An optimum value for this averaging time can be determined by the analytical p-
cedures summarized in Equations (B.5) through (B .8). Otherwise, a near-optimum averaging time
can be established by trial-and-error procedures, as follows:

(1) Compute the running or step-wise average of the SPL of x(t) with a very short averaging
time relative to the time variations in the average properties of the data.
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(2)

(3)

Recompute the running or step-wise average repeatedly with an incrementally increased aver-
aging time (say by a factor of two) until there is a clear smoothing of ‘the basic trend in the
SPL versus time. This operation is demonstrated in Figure B. 1, where the step-wise linear
averages are computed with a step size in Equation (B. 10) of M = 0.1 N (O. 1 WC).

That averaging time which just initiates a clear smoothing of the basic trend in the SPL versus
time constitutes a good averaging time that approximates the optimum averaging time To for
the data analysis outlined in Section B.4. 1, e.g., in Figure B, 1, a good averaging time is
about T = 1 sec.

The above operations theoretically should be carried out independently on the filtertxl signals in
each 1/3 octave band of interest, However, in lieu of a time consuming evaluation of all the 1/3
octave band signals, the averaging times for the 1/3 octave band levels can be chosen as follows:

(1)

(2)

(3)

(4)

Approximate the optimum averaging time To with a step-wise linear average, or the optimum
averaging time constant Ko with an exponentially-weighted running average, for the overall
SPL, as detailed above and illustrated in Figure B. 1.

For the overall and all 1/3 octave bands with center frequencies above 250 Hz, use the aver-
aging time of To or KO determined for the overall,

For all 1/3 octave bands with center fiquencies at 250 Hz and below, use an averaging time
of 2T0 or 2~.

For the case of step-wise averages computed from digital data using Equation (B. 10), the
recommended step size is M < 0.2N.

The above simplified procedure for selecting 1/3 octave band averaging times is based upon studies
of the averaging time needtxi to minimize the mean square errors in the 1/3 octave band estimates c)f
Titan IV lift-off acoustic measurements relative to the optimum averaging time for the overall value
estimates [B.4]. Hence, the recommendations may not be optimal for other launch events or vehi-
cles, or other types of nonstationary acoustic data.

B,4.4 ~ for ~ IV ~~-off ~.
. For the special case c)f

Titan IV and Space Shuttle lift-off acoustic data analysis, the recommended averaging times for
overall and 1/3 octave band SPL estimates am

Overall and all 1/3 octave bands above 250 Hz; To= 1.0 or KO = 0.5
All 1/3 octave bwtds at 250 Hz and txlow; To = 2.0 or KO = 1.0 (B.11)
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From [B.4], for the Space Shuttle lift-off acoustic data only, a small reduction in the mean square
error of sound level estimates can be achieved using an averaging time that is about 50% longer
than given in Equation (B. 11 ). For the case of step-wise averages computed from digital data us-
ing Equation @.10), the recommended step size is M < 0.2N. It should be emphasized that the
averaging times in Equation (11) are optimal only for Titan IV and Space Shuttle lift-off acoustic
data, and may not be appropriate for other launch events and vehicles, or other types of nonstation-
ary acoustic data.

R.5 ~on~ Vibr~“ , Vibration data are usually analyzed in narrow fr-
equency bandwidths and presenttxi in terms of auto- (power) spectral density functions (autospec-
tra), as defined in Section 5.4.3. As for the 1/3 octave band analysis of nonstationary random
aeroacoustic data, a time-varying autospectrum for a nonstationary random vibration signal can be
estimated by

L
t+~ (B,12)

Gxx(f,t) = * xz(t,B,f) dt
Jt-$

where xz(tB,f) is the instantaneous squared value of the signal passed by a narrow bandpass filter
with a bandwidth B centered at frequent y f. The computational analog for Equation (B. 12) is il-
lustrated in Figure B.2.

x(t) Bandpass fflter with x(f,B,t) square and $~(f,B,t) dxx(f,t)
bandwidth B centered average over Divide by
at frequency f time T + bandwidth B

J

Figure B.2. Pmcedum for Estimating Time-Varying Autospectral Density Function.

Unlike the analysis of aeroacoustic data in Section B.4 where the resolution bandwidth is speci-
fied, the spectral analysis of nonstationary random vibration data involves a selectable bandwidth
B that introduces a frequency resolution bias error in the analysis, on top of the time resolution
bias and random errors. From [B.3], these errors can be approximated in normalizd terms by

Frequency resolution bias errcm

Time resolution bias error:

Random errcm

b@ XX(f,t)] ~ .  BzE@xx(f,t)] =
GXX(f,t)

(B.13)
12(~fr)2

b@ XX(f,t)] ~ ~ d2[GXX(f,t)]/dt2Et@xx(f,t)]  = G (f ~, 24 —GXX(f,t)
(B.14)

xx -9

a[axx(f,t)] ~ ~q[axx(f,t)] = G (f t, ~ (B.15)
xx 9
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where
~~,,(f,t)] = E[6xx(f,t)]- Gn(f,t) = bhsof estirnate~XX(f,t)
o[~m(f,t)] = standard deviation of estimate ~XX(f,t)

~ = damping ratio of structural resonance at frequency f,
B = frquency resolution bandwidth for the spectral estimate
T = time resolution (averaging time) for the spectral estimate

The approximation for the frequency resolution bias error in Equation (B. 13) applies at those fre-
quencies where the autospectrum displays a sharp peak due to a resonant response of the structure
on which the measurement is made, and assumes there is only one resonance within the bandwidth
B, The approximation for the time resolution bias error in Equation (B. 14) evolves from the same
considerations that produced Equation (B.3), and will generally be a maximum when the spectral
density value at each frequency reaches a maximum during the nonstationary event.

Assuming it is the spectral estimates at the resonance frequencies of the vibrating structure that are
of greatest concern, the total mean square error is given by the sum of the squares of the normal-
ized errors in Equations (B, 13) through (B. 15). That frequency resolution bandwidth Bo and av-
eraging time To that will minimize this total mean square error in the estimatai autospectrd density
values are derived in [B.3] to be

where

B. = 2.29 ~~4(f,t)/~’24(f)  and To= 2.29 ~~(f)/@n4(f,t)

CB(f) = L [
d2[GXX(f,t)/dt2and CT(f,t) =

(cfr)4 GXX(f,t) 1

(B.16)

(B.17)

and all other terms am as defined following Equation (B. 15),

The term CB(f) in Equation (B. 17) is dependent on the damping ratio of each resonant mode of the
vibrating structure on which the measurement is made. In practice, however, a single value of
damping is usually assumed for all resonant modes of the structure. For aerospace vehicle struc-
tures, ~ = 0.05 is recommended.

The term CT(f,t) in Equation (B. 17) may vary with both time and frequency. However, as for the
aeroacoustic data in Section B.4, CT(f,t) at all frequencies can usually be approximated by a single
value CT(%), which is determined from the overall vibration signal at that time ~ when the rms
value is a maximum. This term has been determined empirically for the payload vibration levels
during lift-offs of the Titan IV and the Space Shuttle in [B.5]. For other launch events and vehi-
cles, or other types of nonstationary vibration data, CT(k) can be est.hmmd from the overall vibra-
tion signal using Equation (B.8).
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It should be mentioned that the CB(f) term in Equation (B. 17) is an approximation that is accept-
ably accurate only for nonstationary random vibrations at frequencies above 20 Hz where the time-
variation of the overall value is relatively slow, i.e., from Equation (B.8), CT(t~) <0.25 see-d,
corresponding to a half-power duration of about ThP 23 sec. The lift-off vibration environn&nts
for Titan IV and Space Shuttle comply with this restriction at frequencies down to f = 20 Hz.
However, for other nonstationary random vibration environments where the half-power duration is
T~P c 3 sw and/or the lowest frequency of interest is f <20 Hz, Equation (B. 16) may substantially
under-estimate the optimum frequency resolution bandwidth ~, as detailed in [B,6]. For exam-
ple, if CT(t~) = 20 Seed (ThP = 1 see) and f = 20 Hz, BO = 3.3 Hz as opposed to 1.9 Hz predicted
by Equation (B. 16). See [B,6] for a more accurate determination of the optimum spectral analysis
parameters for nonstationary random vibration data.

B.5.1 ~ p r -. . The following procedure is recommended for the analy-
sis of nonstationary random vibration data:

(1)

( 2 )

( 3 )

For each measurement, compute the time-varying autospectrum over the nonstationary event
of interest in each of the analysis bands within the desired analysis frequency range using a
running average. The resolution bandwidths should be as recommended in Section B.5.2.
The running average can be computed by any of the procedures defined in Section B,5.3.
The averaging time should be determined by the prowlures detailed in Section B.5.4.

From the time-varying autospectrum computed in Step (l), determine the maximum spectral
density value in each of the resolution bandwidths, independent of when the maximum value
occurs.

Plot the maximum autospectra values determined in the individual resolution bandwidths in
Step (2) as a function of the resolution bandwidth center frequency to obtain the maximax
autospectrum.

As an alternate to the above procedure, a rnaximax spectrum can be approximated by a single spec-
tral computation over an averaging interval centered on the time when the overall value of the vi-
bration signal reaches a maximum. The resolution bandwidth and averaging time should be as rec-
ommended in Sections B.5.2 and B,5.4. This approach to approximating the maximax spectrum
is simpler and requires less computation, but is vulnerable to errors if the time-varying spectral
values at some frequencies reach maxima at times outside the selected averaging interval. In any
case, it should be emphasized that the recommended analysis procedures will not produce valid re-
sults if the nonstationary signal includes “transient” events, as defined in Section 5.3.1.4.

B.5.2 _ncv ~n Band. widti. When CB(f) in Equation (B. 17) is substituted into the
expression for B. in Equation (B. 16), it is seen that B.= (~f)S/c.  Assuming the damping ratios of
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all structural resonances are approximately equal, it follows that the optimum bandwidth for the
spectral analysis of vibration data is nearly proportional to frequency; i.e., B.= f. From [B.5],
assuming ~ = 0.0s, the proportional bandwidth that will produce a near-minimum mean square
error for the spectral anal ysis of Titan IV and Space Shuttle lift-off vibration data is a 1/12 octave
bandwidth (B= 0.058 fHz) modified below 43 Hz to a constant bandwidth of 2.5 Hz; i.e.,

f<43Hz; BO=2,5Hz
f243 Hz; B() = 0.058 f Hz (B.18)

Although derived for special cases, it is believal that the bandwidth in Equation (B.18) constitutes
a good selection for the analysis of most space vehicle launch vibration data.

B.5,2.1 ~ Resolution Bandwidth. A spectral analysis with the proportional resolution
bandwidth recommended in Equation (B. 18) can be achieved using either a digital filtering algw
rithm or an FFI’ algorithm with frequency averaging, as follows:

(1) If the spectral analysis is performed using a digital filtering algorithm, compute the auto-
spectrum over the averaging time To with the modified 1/12 octave band resolution defined in
Equation (B. 18).

(2) If the spectral analysis is performed using an FFT algorithm, compute a raw autospectrum
over an averaging time T to obtain a set of diszrete spectral components separated by Af = I/I’
(this computation should be performed with a rectangular time window; i.e., there should be
no tapering of the signal to suppress side-lobe leakage). Then average together adjacent
spectral components as required to obtain a frequency resolution bandwidth that approx-
imates the modified 1/12 octave band resolution defined in Equation (B. 18). Due to limita-
tions on the number of values that can be transformed by FIT algorithms (Section 5.4.1,1),
it may be necessary to (a) compute fr~uency  averaged autospectra from two or more
overlapped segments, each of duration NAt = T < To, and (b) ensemble average the auto-
spectra for the overlapped segmentii to obtain the average autospectrum over To

B.5,2.2 ~. .
. The most common way to compute an autospectrum for

vibration data is to use FIT procedures where (a) the time interval of interest is divided into w dis-
joint segments, each of duration T, (b) a raw spexrum is computed for each segment, and (c) the
raw spectra are ensemble-averaged to obtain the avemge autospectrum for the time interval MT (see
Section 5.4.3). This procedure inherently involves a constant resolution bandwidth; i.e., the reso-
lution bandwidth can be changed only by recomputing the autospectrum with a different segment
duration T. It is shown in [B.3] that a spectral analysis “with an acceptable mean square error over
a f~uency  range from 20 to 2,000 Hz can be achieval using three constant bandwidths, namely,
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20 Sf<100Hz; B=3Hz
100 Sfe400Hz; B=1OHZ (B.19)

400~f S2,000Hz; B=30Hz

In Equation (B. 19), B is the half-power point bandwidth of the spectral window provided by the
ensemble averaged FIT analysis, which is a function of the tapering operation used to suppress
side-lobe leakage (see Section 5.4.1.3 and [B.7]), e.g., for a Harming taper, B = 1.44Af = 1.44/T.

B,5.2.3 -r Fr-cy ~ Bandwul$hh. . The spectral analysis of nonstation-
ary vibration data sometimes must be performed in compliance with a Military Standard (e.g.,
MIL-STD- 1540) or some other governing document, which may specify a resolution bandwidth
that is in conflict with the recommendations in Sections B.5.2.1 and B.5.2.2. Also, as discussed
in Section 5.4.3,4, the end use of the spectral data may warrant a resolution bandwidth that differs
from the recommendations in Sections B.5.2. 1 and B.5.2.2.  In such cases, the requirements im-
posed by the specification or the desired end use of the data should prevail.

B.5.3 Aver& Procedure~. The following averaging procedures are recommended to create a
ruining average of the time-varying autospectrum for a nonstationary random vibration signal.

(1) For a spectral analysis using digital filters, as described in Section B.5.2,1(1), the averaging
operations detailed in Section B.4.2 apply.

(2) For an analysis using a single FFT computation followed by frequency averaging, as de-
scribed in Section B.5.2. 1 (2), the FFI’ should be computed over the desired averaging time
T = NAt. To simulate a running average, the computations should be repeated in a step-wise
manner with a new average initiated every 0.2T sec or less; i.e., with M < 0.2N where M is
the step si&.

(3) For an analysis using conventional WI’ computations with ensemble averaging as descrki
in Section B.5.2,2, the total time duration for the ensemble-averaged computations should be
To = WT = ~NAt. To simulate a running average, the ensemble-averaged computations
should be repeated in a step-wise manner with a new average initiated every 0.2MT or less;
i.e., with M c 0.2MN where M is the step size.

B.5.4 general Av~ Select@ Procedure.
. When CB(f) in Equation (B.17) is substi-

tuted into the expression for To in Equation (B, 16), it is seen that To oc ({f) -lIA. This means the
optimum averaging time is only weakly dependent on the analysis frequency and, hence, a fixed
averaging time for the spectral analysis at all frequencies will provide acceptably accurate results
(see [B.3] for details), Given a measured nonstationary random vibration signal, the recom-
mended procedure to select this fixed averaging time for a spectral analysis is as follows:
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(1) Approxi~te an optimum averaging time To with a step-wise linear average, or an optimum
averaging time constant ~ with an exponentially-weighted running average, for the overall
rms value of the vibration signal using the analytical or trial-and-error procedures detaikxi in
Section B.4.3.

(2) Use an averaging time of 2T0 or 2K0 for the sptxtral computations in all frequency bands.

The above recommendations are based upon studies of the averaging time needed to minimize the
mean square emors in autospectra estimates of Space Shuttle lift-off vibration measurements rela-
tive to the optimum averaging time for the overall value estimates [B.5]. Hence, the nxommenda-
tions may not be optimal for other launch events and vehicles, or other types of nonstationary vi-
bration data.

B.5.5 Roce&res for Titan IV rmd_Space  Shuttle Lift Off Vlb~n D@.. .. For the special case of
Titan IV and Space Shuttle lift-off vibration data, if a running or step-wise estimate of the rms
value for the overall vibration level during lift-off is desired, the recommended averaging time is

TO=lsecor~=O.5sec (B.20)

For autospectra estimates, the recommended frequency resolution bandwidths are as detailed in
Section B,5.2, and the recommended linear averaging time is derived in [B.5] to be

To= NAt=2sec (B.21)

With a linear averaging time of To = 2 see, the number of averages required to obtain the desired
resolution bandwidth for autospema estimates computd using ~ procedures are as follows:

(1) For autospectra estimates computed using the frequency averaged FFT procedure in Section
B.5.2, 1(2), let the following assumptions apply (see Section 3.7 for definitions and details):

Highest frequency of interest; f = 2,000 Hz
Anti-aliasing filter cut-off frequency; fC = 2,000 Hz

Nyquist frequency; fN = 2,500 Hz
Sampling rate; R~ = 5,000 sps

Block size for FIT algorithm; N = 8,192 (p = 13)
Block duration; T = 1.64 w

Frequency resolution of raw spectral estimates; Af = 0.61 Hz

~nder these assumptions, a spectral analysis with a 2 wc averaging time will require two
overlapped FITs, each with a duration of 1.64 sec (8, 192 data points), and an overlap of
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1,28 sec (6,400 data points). For the raw autospectrum computed from each of the two
FFTs, the number nk of adjacent spectral components centered at frequency fk that should be
averaged together is as follows:

fk<AsHZ,nk=a
fk ~ 43 Hz, Ilk = 0.058 fk T = 0.095 fk (B.22)

where nk should be rounded off to the next highest frequency. For example, at fk = 20, 250,
and 2,000 Hz, nk = 4, 24, 191, respectively. The two frequency averagcxi spectra should
then be ensemble averaged to obtain the final autospectrum estimate for the 2 wc duration.

(2) For autospectra  estimates computai using the ensemble-averaged FFT procedure in Section
B.5.2.2, the number M of disjoint signal segments in each frequency range that should be
averaged together is as follows:

20 Sf<lOOHz (B=3Hz); ~=6
100 Sf<400Hz (B=lOHz);  ~=20 (B.23)

400 Sf<2,000Hz (B=30Hz); ~=60

If overlapped processing procedures are used to compute ensemble-averaged autospectra esti-
mates (see Section 5.4.3.7), the number of FIT computations will be larger than the value of
M in Equation (B.23) by a factor of 1/(1 - P), where P is the fractional portion of overlap.

It should be emphasized that the averaging time and number of averages recommended in
Equations (B.20) through (B.23) are optimal only for Titan IV and Space Shuttle lift-off vibration
data, and may not be appropriate for other launch events and vehicles, or other types of nonstation-
ary vibration data.

For the case of step-wise averages computed from digital data using Equation (B. 10), the recom-
mended step size is M < 0.2N for the digital filtering and FIW frequency averaging procedures in
Section B.5.2.1, or M e 0.2~N for the ITT ensemble averaging procedure in Section B.5.2.2.
As an alternate to the step-wise averaging procedure, a maximax spectrum can be approximated by
a single spectral computation over an averaging interval centered on the time when the overall value
of the vibration signal reaches a maximum. However, this simplified analysis approach is vulner-
able to the errors discussed in Section B.5. 1.

B.6 ~-. BcyOnd the running (or step-wise) aver-
aging techniques covered in Sections B.4 and B.5, there are other approaches to the analysis of
nonstationary random aumstic and vibration data, including (a) curve firting techniques (regression
analysis) using time-dependent polynomial functions. and (b) special analysis procedures using
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parametric models [B.3], Curve fitting techniques are based upon classical regression analysis
procedures that can substantially reduce estimations errors, but they tend to be computationally

intensive and require considerable skill in selecting an appropriate order for the analysis. An appli-
cation of the curve fitting analysis procedure to the computation of the time-varying overall sound
level inside a Titan IV Payload Fairing during lift-off is presenttxl in [B.3].

The most common parametric model used for the analysis of nonstationary launch vehicle acoustic
and vibration data is the “locally stationary” model [B.8], which allows the computation of a time-
varying spectrum to be decomposcxl into two separate operations, one to define the time-varying
mean square value of the signal, and the other to define the spectral properties of the signal.
Specifically, the time-varying mean square value of the signal is computed using the entire signal
bandwidth, meaning the averaging time can be made short without causing a large random error.
Conversely, the basic spectral character of the signal is computed using the entire signal duration,
meaning the frequency resolution bandwidth can be made small without causing a large random
error. A parametric model tailored to provide an optimum spectral analysis of Space Shuttle launch
vibration data during lift-off, transonic flight, and max “q” flight is detailed in [B.9].
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INDEX

Accelerometer, 37,41,63
installation, 77,262, 273
mass correction, 60
piezoelectric, 63
piezoresistive, 70
phase shift, 40,
pyroshock applications, 261,272
servo, 72
variable capacitance, 72

Aeroacoustic  noise, 8,45,288
Aliasing,  136

anti-aliasing filters, 137,234,268
errors, 137

Amplifiers, see signal conditioners
Analog-to-digital converters, 133

aliasing, 136
anti-a.liasing  fflters and errors, 137
cut-off fkequency, 137,234,268
digital formats, 134
dynamic range, 134
instruments, 133
magnitude errors, 138
multiple channel, 140
Nyquist (folding) fiquency, 136
oversampling, 138
phase errors, 138, 140, 141

Anti-aliasing falters, 137,234
pyroshock applications, 268,276

Autospectru~ 218
analysis errors, 220
analysis procedures, 218
data editing a@i*mtions, 186
nonstationary da~ 224,294
zoom tran~forms, 224

Average values, 203
averaging time and sampling errors, 204
running averages, 204, 289, 292, 294
synchronous averaging, 174$205

Base strain, 58,265

Cabling, 103
Calibration, 16, 141

end-to-end electrical, 144
end-to-end nwhanical, 72, 148
laboratory, 141
linearity, 152
signal, 144
step, 151

Clipping, 170, 184
Coherence, 241

analysis errors, 242
analysis procedures, 241
calibration applications, 143

Communication links, 121
FDM telemetry, 122
land lines, 121
PCM telemetry, 121
radio frequency telemetry, 121

Cross-axis sensitivity, 41,274
Cross-correlation, 246

analysis errors, 246
analysis procedures, 246

Cross-spectra, 237
analysis errors, 239
analysis procxxlures, 237
data editing applications, 143

Data analysis, 201
dual channel analysis, 237
WI’ algorithms, 211
nonstationary dam 224,287,291
JXTbdC  daa 214
single channel, 210
stationary random dam 218
time histories, 201
transient dam 227? 277,283, 2%
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Data classifications, 207
identification of events, 165,287
nonstationary trends, 168, 194
nonstatiomuy versus (ransien~ 208
periodic components, 165,193,209
randomness, 165, 209

Data editing, 189,276
corrections for instrument noise, 189
removal of noise spikes, 190
removal of signal drop-outs, 191
removal of spurious trends, 191

Data recording, 123$268,275

ancillary signals, 130
data capacity, 124
environmental degradation, 131
frequency response, 124
recording modes, 125
tape copying, 131
tape storage, 131

Data validation, 165,276
identilcation of physical events, 165
visual inspection of analog time histories,

170
visual inspection of analyzed daw 184
visual inspection of digital time histories,

181
Digital-to-analog converters, 141
DrOP-OUtS,  180, 186, 191
Dynamic range, 10, 134

Electrodynarnic transducers, 30
Electmoptical  &W&lCCrS, 3 0 , 2 8 3

Energy spectrum 229
analysis e- 230
analysis procedures, 229

Envkmrnental  effects, 46
contamination, 57
corrosion, 56
humidity, 56, 132
radiation, 57

static pressure, 54
temperature, 46, 132
thermal shock, 54
vacuum, 54, 132
vibmacoustics, 58

Errors, 15
autospectrum analysis, 220
budgets, 15
coherence analysis, 241
ems-correlation analysis, 247

cross-spectrum analysis, 238
energy spectrum analysis, 230
Fourier spxxrum analysis, 229
frequency response analysis, 244
line spectrum analysis, 216
major causes, 18
shock spectrum analysis, 234,279
time delay bias, 239

Filters, 100,206
anti-aliasing applications, 137,234
mechanical, 102, 267, 274
pyroshock applications, 267,268

Flutter compensation, 119, 130
Fo~e transducers, 92

piez.oelectric, 93
strain gage, 88

Fourier spectrum, 227
Frequency resolution, 214

autospectrum analysis, 220
coherence analysis, 242
cross-spectrum analysis, 239
energy spectrum analysis, 230
Fourier spectrum analysis, 229
frequency response analysis, 244
line spectrum analysis, 216
shock response spectrum analysis, 235

Frequency response function, 243
analysis errors, 244
analysis procdures, 243
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Gaussian distribution, see nomml distribution
Grounding, 10!5, 272
Guafi band, 107

Headroom, 11,268

Inclusions and exclusions, 1
Intermittent noise, 174, 184$190
IRIG standards, 18, 107-130

Leakage and tapering, 212
autospectral analysis, 220
coherence analysis, 241
cross-spectral analysis, 238
energy spectral analysis, 230
Fourier spectral  fUUdySiS,  228
frequency response analysis, 244
line spectral analysis, 215

Log sheets, 155

Maximax SpCOtrUm, 288
Mean square value, 203,289
Mean value, 203
Mechanical filters, 102,267,274
Microphone, 43

capacitive, 29
electre~ 29
piezoelectric, 83
piezoresistive, 83

Modulatio~  107
ADARIO, 118
frequency (FM), 107
pulse amplitude (PAM), 117
pulse code (pCM), 112

Modulation index, 112
Multi-channel measurement 14, 140
Multiple path (reverberation) errors, 240,242
Mukiplexers and demultiplexers,  106

frequency division (FDM), 107,119
time division (TDM), 107, 112, 119

NIST tmctability, 141
Nonstationary dam 194,208,224,287
Normal distribution, 210,250

spurious deviations from, 184,210
test for, 210

Nyquist (folding) frtquency, 136

1/3 Octave band spectrum, 226,288
Overlapped processing, 192,223
OverSampling, 138

Parametric procedures, 250
nonstationary data analysis, 301
spectrum analysis, 250

Peak probability density, 249
Periodic dam 165,210,214

calibration applications, 146, 150
identification, 165, 193,209

Phase shif~ 40, %
anti-aliasing falters, 138,234
calibration applications, 143

Physical properties, 59
size, 59
stiffness, 62
weigh~ 60

Planning, 3
data events, 3, 168,287
dynamic mnge, 10, 134
error budgets, 15
fiequenoy range, 9
headroom, 11
instrumentation systems, 3
masunment duration, 13
measunment locations and directions, 7
multi-channel measuremen~ 14
number of measurements, 7
telemetry, 3
time codes, 15

Power line pickup, 176, 186
Power spectral density, see autospectrum
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Pressure transducers, 43,82
condenser microphones, 83
elecmet micmphone, 84
installation, 84
metallic and piezoresistive gages, 83
piezoelectric microphones, 83
piezoresistive transducers, 83

Probability density, 248
data editing applications, 174,184,193
normal (Gaussian), 210

Proportional bandwidth analysis, 225
Pyroshock, 259

acquisition and analysis problems, 260
recormmnded procedures, 269,271
transducers, 283

Random daw 165,209
Record keeping, S= log ShWtS
Recorders, 123

hard Copy, 201
lll@@iC tape,  123

Recording modes, 125
Regression analysis, 153

calibration applications, 153
removal of spurious trends, 191

Root-mean-square (rms) value, 203
nonstationary dam 289

Sensing element, 25
capacitive, 29
electrcxiynamic, 30
electro-optical,  30
other, 30
piezoelectric,  25
servo control, 30
strain sensitive, 25

Shields, 106
Shock response spectrum, 231

analysis errors, 234
analysis procedures, 231

pyroshock applications, 277
mmmmended  pnxentation,  233

Signal conditioners, 94
amplifiers, %
cabling, 103
filters, 100
power supplies, 95, 103
pyroshock applications, 265,275
strain gage conditioners, 94

Signal enhancemen~ 205
Signal-~noise ratio, 10

analog-to-digital converters, 134
FDM telemetry, 122
synchnmous  averaging, 206

Single-degree-of-freedom systen 31
Sinusoidal m see periodic data .
Slew limiting, %
Spurious trends, 178, 183, 191
Standard deviation, 203
Stationarity, 194,207
Stationary random &ta analysis, 218
Strain gage, 86

conditioners, 94
frequency limits, 38
installation, 90
load cell applicatim 88
structural applications, 46,86
transducer applications, 90

System gain settings, 153

Tape recorders, w recorders
Tape speed control, 119, 130
Telemetry, 3, 121
Time codes, 15, 130,225
Time delay bias enor, 239

coherence analysi$ 242
cmss-corxdation  analysis 246
cross-spectrum analysis, 239
frequency response analysis, 245
multiple path, 240
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Transducers, 25
base strain, 58
environmental effects, 46
magnitude characteristics, 39
phase shift, 40
physical properties, 59
sensitivity, 35
transverse (cross-axis) sensitivity, 41
useful frequency range, 36

Transfer function, see frequency response
function

Transveme sensitivity, 41
mechanical filters, 267,274

Triboelectric noise, 104

Unit impulse nxponse, 248

Velocity transducers, 37,73
electrodynamics, 30
installation, 77
laser Doppler, 74
pyroshock applications, 283

Whetstone bridge, 28
calibration, 28
strain gage applications, 94,99

Wild points, 182, 186, 190

zoom transforms, 224
autospectrum analysis, 221,224
coherence analysis, 243
cross-spectrum analysis, 241
fkequency response analysis, 245
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